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Abstract  
 

Energy efficiency represents a fundamental issue in WSNs, since the 
network lifetime period entirely depends on the energy of sensor nodes, which 
are usually battery-operated. In this article, an unequal clustering-based routing 
protocol has been suggested, where parameters of energy, distance, and density 
are involved in the cluster head election. Besides, the sizes of clusters are 
unequal according to distance, energy, and density. Furthermore, the cluster 
heads are not changed every round unless the residual energy reaches a specific 
threshold of energy. The outcomes of the conducted simulation confirmed that 
the performance of the suggested protocol achieves improvement in energy 
efficiency.  

I.  INTRODUCTION 

Definitely, Wireless sensor networks (WSNs) have been a significant field 
as a result of their increasing utilization in different applications. For example, 
WSN applications appear in areas of military operations, medical services, 
borders protection, disaster management, precaution maintenance, surveillance 
systems, and so on[1] [2]. Usually, WSN made up of a vast number of small-size 
and low-price devices called sensor nodes (SNs), which have the ability to work 
cooperatively for gathering information related to the self-interested 
environment.  

 

Normally, the hardware of wireless sensor node is consisted of four main 
parts which are the sensing unit, the processing unit, the communication unit, 
and energy unit which is usually a battery cell. However, the resources of sensor 
nodes are constrained for different reasons such as cost, size, energy, bandwidth, 
radio range. On top of these constraints, the energy which represents a big 
matter that requires to be wisely tackled when designing WSN systems. So, to 
reduce energy consumption in WSNs, different algorithms of protocols have 
been introduced. The primary target of those protocols is to manage energy 
dissipation in WSN so that the network lifetime becomes longer.  

In WSNs, routing the data consumes the most available energy compared 
to other operations, so adopting an efficient routing protocol becomes a 
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necessary task. The protocols of routing in WSNs can be classified regarding the 
network nature into flat-based protocols, hierarchical-based protocols, and 
location-based protocols [3] [4]. In flat-based protocols, nodes equipped with 
similar capabilities and share the same functionalities[5]. Whereas, in the 
hierarchical-based routing such as clustering-based protocols, nodes can work 
either as a cluster member for sensing function or as a cluster head (CH) so as to 
forwarding data to the base station [4]. While in location-based, routing 
protocols require position information about the destination, and this may 
require embedding a GPS device in each node [6]. Also, routing protocols can be 
categorized depending on their operating style into Query-based, QoS-based, 
negotiation-based protocols, Coherent-based, and non-Coherent-based 
protocols [5]. 

 

Generally, clustering-based routing protocols have been more suitable to 
conserve energy in WSNs, especially in large-scale networks. In that concern, 
there are many merits that clustering technique advocates for WSNs, such as it 
can distribute the workload among the network nodes evenly, reduce the 
overhead of communication traffic, provide scalability and help to avoid 
collisions in transmissions[7]. 

 

In clustering technique, Figure-1, nodes are subdivided into sets named 
clusters. Usually, each cluster consists of a certain number of sensing nodes 
named cluster members (CMs) that do sensing in the surrounding environment 
and a node with particular features takes the role as a cluster head. Besides, the 
job of cluster head is to gather data from cluster nodes and do the aggregation 
on that data before it sent to the base station (BS). 

 
Figure-1: Clustering-Based Routing in WSNs  

 In most clustering-based routing protocol algorithms, there are a specific 
number of phases such as setup, data transmission, and clustering topology 
maintenance. The adopted techniques for each phase can play a crucial effect on 
the rate of energy expenditure. In this paper, an efficient clustering technique 
has been proposed in order to decrease energy dissipation and thus increasing 
the network lifespan. 

 

The next topics of this article come as follows. The Section II shows some 
related work. Then, the proposed protocol explained in Section III. Afterward, a 
simulation for the suggested protocol and other protocols is introduced in 
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Section VI. While in Section V, a discussion about the simulation results appears 
there. Last, in Section VI, the paper terminated with a concise conclusion. 

II.  RELATED WORK 

Due to the impact of data routing on WSN’s lifetime, different routing 

protocols have been proposed. Below are some of clustering–based routing 

protocols which are designed to manage energy dissipation so as to increase the 

network lifetime. 

In [8], LEACH is introduced to be the first attempt of using clustering for 

constructing WSN’s nodes. The protocol provides the advantage of rotating 

cluster head role among the nodes so as to prevent a premature death of 

individual nodes. Also, it is considered as a distributed protocol where the 

process of selecting cluster heads and forming clusters are done in a distributed 

manner. Typically, the protocol includes two parts, namely the setup phase and 

the steady-state phase. During the former phase, each node makes the decision 

of being a cluster head via taking a number in [0, 1] randomly and checking if it 

is lower than the threshold stated in equation (1), it will be a cluster head. 

 

 ( )  {
  (    (     (

 

 
))                  

                                                    

 (1) 

In the above equation,  ( ) represents the threshold of the current round, 

P a predefined ratio of cluster heads per round, r is the number of current 

round, whereas G represents the non-cluster head nodes of the current epoch. 

While in the steady-state phase, the interesting information is collected from 

nodes by cluster heads, which aggregate and convey them to the BS in a single 

hop. Although LEACH made enhancement regarding network lifetime, it failed 

in some aspects such as follows. First, the residual energy does not consider in 

the cluster head selection process and thus may lead to selecting a node with 

little energy. Second, the distribution of cluster heads is not even in the network 

area, and this makes remote nodes expending more energy for communicating 

data. Third, nodes are not fairly assigned to cluster heads. 

In [9], a distributed protocol called EECS which uses a single hop routing 

was proposed. In this protocol, the selection of cluster head starts by choosing a 

particular number of nodes as candidate cluster head nodes according to a 

predefined probability. After that, candidates that located within a predefined 

communication range, competing to be a final cluster head. Besides, the sizes of 

clusters in EECS are unequal depending on the distance. In that concern, the 

nearest cluster is the larger size with more members, and the far away one is the 

smaller with fewer members. Furthermore, the joining of plain nodes considers 

a weighted cost function, stated in equation (2), which takes into account the 

distance between the node and the cluster head as well as the distance between 
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the cluster head and the BS. Therefore, each node joins to the least cost cluster 

head, and this reduces the workload on remote cluster heads besides reducing 

the total energy consumption. 

 
    (   )     ( (      )  (   )   ( (      ) (2) 

 

In the previous equation,   is a weighting factor within the interval [0, 1], i 

and j are the indices of the stated node and cluster head respectively. Whereas, 

the sub-functions f and g are calculated as follows.  
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Regarding equation (2), the sub-function f tends to make the node joining 

the nearest cluster head, whereas, the sub-function g tends to make the node 

joining to the cluster head with less span from the BS. However, the decision of 

nodes joining to clusters according to the cost function made a considerable 

improvement in energy efficiency. 

In [10], EEUC protocol aims to solve the problem of hot spots, when a 

multi-hop model of routing applied. In this protocol, nodes are organized into 

unequal-size clusters. So, clusters located next to the base station are small, 

while the further ones are large. Therefore, cluster heads near to the base station 

have more ability to conserve some energy so as to forward frequently incoming 

data packets. Besides, EEUC uses an energy-efficient algorithm to route data 

among cluster heads until the BS. So, each cluster head can convey data to the 

BS in two methods. First, when the cluster head located within a predefined 

threshold distance, defined as TD-MAX, from the BS, data transmitted in a 

single hop. Second, if the distance to the BS is larger than the TD_MAX, the 

current cluster head selects the next CH node of the more residual energy and 

less cost link according to the equation (3). In this equation,     represents the 

Euclidian distance, and      and     are the existing cluster head and the next 

cluster head respectively 

 
  (    )    (       )    (      ) (3) 

The aim of EEDUC protocol [11] is to solve the hot-spot problem and 

balance energy dissipation across the network. In EEDUC, all sensor nodes 

participate in the competition of being CH. In CH selection, the competition is 

based on a waiting time that considers the remaining energy and node degree, as 
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shown in equation (4) and equation (5). Equation (4) is used to calculate the 

waiting time for nodes in the first round, since the initial energy of all nodes is 

equal, whereas the second equation (5) is used for the second round and above.  

     ,(   )         -   ,     - (4) 

 Where: 
       : the node’s neighbours and the number of network nodes  
  : a random number between 0.9 and 1 
  : a constant value between 0 and 1 

 

 

    ,(     )         -   ,         -  ,     - (5) 
 Where: 

        : are the residual energy of node and the initial 
energy 
    : are a constant coefficient within interval [0,1]. 

 

Then, each elected CH node announces its advertisement message of being 

a CH to its neighbors which locate in its competition radius. The competition 

range of each node is already calculated using equation (6), by considering the 

distance to the BS, the residual energy, and the node degree. Finally, in cluster 

formation, nodes join to the nearest CH. 
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  Where: 
TS      : Are the node’s distance to BS and the maximum 
distance to BS  
       : Are the residual energy of node and the maximum energy 
(initial energy) 
        : Are the node neighbours and the total number of nodes 
    : The maximum radius that can be given to the node 
        : Are a constant coefficient with values between 0 and 1 

 

A variant version of LEACH in [12] called Improved-LEACH that enhanced 

the process of cluster heads selection. Improved-LEACH uses an adaptive on-

demand weighting function as stated in equation (7) for selecting cluster heads 

and constitutes unequal size clusters. In that context, each node randomly gets a 

number between 0 and 1 and compares it against the threshold of equation (7), 

in a similar way as in LEACH protocol, to examine its eligibility for being cluster 

head. 
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In the equation (7),   ,   - and the term (       ) prevents a node with an 

inadequate energy from being a cluster head. While the term ((   )   ) gives 

remote nodes from the base station a higher chance to work as a cluster head 

than the adjacent nodes. Also, G represents the sensor nodes which have not 

been cluster heads yet. 

However, to get more information and details about unequal clustering 

algorithms, the reader can refer to [13] [14].  

III.  THE PROPOSED ROUTING PROTOCOL 

The proposed protocol aims to make the energy dissipation even among cluster 

heads by adopting unequal clustering-based algorithm and using an effective energy 

threshold to rotate the cluster head role. Besides, the protocol utilizes a single hop 

routing for transmitting data to the base station. Simply, the proposed protocol includes 

the following main phases: setup, data transmission, and re-clustering. These phases 

can be described as below. 

A-Setup Phase 

This phase includes three sub-phases which can be detailed as follows: 

1- Initialization Sub-phase: 

This sub-phase begins when the BS disseminates a START_MSG message to all 

sensor nodes. By receiving this message, nodes compute their distances to the base 

station using the strength of receiving signals. Also, every node Si calculates its density 

for a one hop range using equation (8).  

 

 ( )  ∑   ‖     ‖
 

 

   

              
 

  
 (8) 

 Where: 
k : Represents the number of neighboring nodes; 
r: Represents a predefined radius  
‖     ‖

  : Represents the Euclidean distance between the node Si  and Sk. 

 

Then, nodes use equation (9) to calculate their competition radii. So, each node 

can simply determine its competitive radius based on the criterion of energy, distance, 

and density. Thus, the radius of each node will differ from others according to the above 

parameters 

 
        *    (

 (     )      
         

)    (  
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)+      
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 Where: 
 (     ) :represents the distance from the current node to the base station 
    ,      : Represent the minimum and maximum distances from the nodes to the BS. 
    ,    : The node’s residual and initial energy. 
 ( ) : The density of node. 
     : The maximum density. 
    
  : A predefined maximum radius that can be given to a node, 
             : Predefined coefficients and their values in [0, 1]. 
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Then, all nodes participate in the process of choosing cluster heads based on a 

weighting function that involves energy, distance, and density as determined by 

equation (10). 

 
 ( )   (

    ( )

  
)   (  

 (     )

    
)   (

 ( )

    
) (10) 

 Where: 
     : The maximum density that can be given to a node. 
          : Predefined coefficients and their values in [0, 1]. 

 

For the first round, the energy threshold (    ) is equal to the initial energy of 

nodes (  ). While for the next rounds, the threshold will be calculated according to the 

equation (11): 

      
 

  
∑     ( )
 
     (             ) (11) 

 Where: 
 : A constant value between 1 and 2 and in this work is 1.5. 
 : Represents the count of cluster heads. 
    ( ): The residual energy of cluster head (j). 
 : A constant value between 0 and 1 and here its value 0.5. 

        : The distance from the cluster head j to the BS. 

    : The maximum distance between nodes and the BS. 

 

2-Cluster Head Selection sub-phase: 

Consequently, after the initial parameters are calculated, each node has energy 

equal or above the energy threshold (    ) takes part in the competition of cluster head 

selection, and thus sends out an ADV_MSG message to its neighbors which are located 

within a double distance of its competition radius and this message includes {ID, 

Weight(i)}. By examining the weights of others, the node of the highest weight will 

announce to be a final CH  and send out a FINAL_CH_MSG message with information 

{ID, residual energy, radius, distance_to_bs} to other nodes. The nodes located within 

that cluster head’s radius will give up their competition for being cluster heads and 

become plain nodes. This process continues until each node in the network becomes 

either a cluster head or a plain node. 

3-Cluster formation Sub-Phase: 

 When the selection of cluster heads has completed, the plain nodes send 

JOIN_MSG messages to the nearest cluster head in order to constitute clusters. 

Thereafter, each cluster head sends a TDMA timetable to its members. 

B- Data Transmission Phase 

In this phase, each node uses its own dedicated time slot for data transmission. 

Simply, nodes route data to the associated cluster head in a single hop. Then, each 

cluster head aggregates and sends data towards the BS also in a single hop routing. 

C-Re-Clustering Phase 

At the end of each round, where data transmitted towards the base station, each 

cluster head should check its residual energy. According to that test, if the residual 
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energy of all nodes is above or equal to a current threshold, then the phase of data 

transmission continues; otherwise, the decision of re-clustering is taken, and thus the 

setup phase will be repeated. More important, the energy threshold is changed whenever 

the clustering phase is implemented, and its value determined by equation (11). 

IV.  SIMULATION 

To examine the performance of the suggested protocol, a simulation was 

conducted. For the simulation requirements, the energy consumption model in 

[8] was used. In this model, to convey k-length bits of data packet from the 

source sensor node to the target sensor node, the transmitting node expends an 

amount of energy stated in equation (12). Where,       represents the amount of 

energy expended by the transmitter circuits and     and     are energy 

consumption models, which are required for the amplifier, and they are 

interchangeably used according to the type of the adopted channel. 

     ,
             

                                        

             
                                       

 (12) 

Whereas, to receive k-length bits of data from other node, the receptive 

node consuming an amount of energy as defined by equation (13). 

 
            (13) 

Eventually, since data are aggregated at the cluster head, so the equation 

(14) represents the energy consumed by CH to aggregate and transmit k-length 

data packet. The term      represents the amount of energy to aggregate k-

length bits of data. 

 

    ,
                  

                 

                  
               

 (14) 

For simulation experiments, other parameters of the network are defined a 

priori. However, table-1 includes the required parameters and their values. 

 

 

 

Table-1: Parameters of WSN Network Simulation 

 Parameters Values 

Network dimension 200 m * 200 m 

Nodes Scenario-1=200,  Scenario-2=400 

BS Location  (100,250) 

Initial Energy 2 Joule 
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P(ratio of CHs) 0.05 

      50 nJ/bit 

    5 nJ/bit 

    10 pJ/(bit.m2) 

    0.0013 pJ/(bit.m4) 

   87 m 

Data packet 4000 bit 

In addition to the energy consumption model and network parameters, 

there are a certain number of assumptions are important to be stated, such as: 

-All sensor nodes of the network are homogenous. 

-Nodes are randomly distributed across the network afield. 

-Nodes have ability to control their power of transmission range. 

-Nodes are static after their deployment. 

-Nodes always have data ready to be sent periodically. 

-A free of interference and collision environment is assumed. 

-The channel access methods, TDMA and CSMA, are utilized for intra-cluster 
and inter-cluster communication respectively. 

 Figure-2 and figure-3 next, show the structure of the network and how the 
clusters are configured according to the propsed protocol. These figures also 
show the intra-cluster communications and inter-cluster communcations for 
data routing. 

 
Figure-2: Network Structure at Round (200) of Scenario-1  
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Figure-3: Network Structure at Round (200) of Scenario-2 

V.  RESULTS AND DISCUSSIONS 

For performance evaluation purposes, some performance measures such as 

the lifetime, throughput, energy consumption, and residual energy are used. The 

results stated in table-2 and table-3, show the network lifetime represented in 

rounds corresponding to the percentage of dead nodes for the simulated 

protocols: the proposed, LEACH and Improved-LEAH respectively. By 

examining these tables, it clearly shows that the improvement in the network 

lifetime for the proposed protocol over other simulated protocols.  

Table-2: Network Lifetime for Simulated Protocols (Scenario-1) 
Scenario-1 Network lifetime(Rounds) % of  improvement 

over 
No. of dead 

nodes 
Proposed LEACH I-

LEACH 
LEACH I-LEACH 

FND 1825 1179 1381 54.79 32.15 
10% 1957 1429 1643 36.95 19.11 
25% 2114 1777 1916 18.96 10.33 
HND 3186 2728 2603 16.79 22.40 
75% 3745 3425 3358 9.34 11.52 
90% 4117 3791 4174 8.60 -1.37 

BS at (100,250),  Area=200x200,  Node=200,  P=0.05 
  

Table-3: Network Lifetime for Simulated Protocol(Scenario-2) 
Scenario-2 Network lifetime(Rounds) % of improvement 

over 
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No. of dead 
nodes 

Proposed LEACH I-
LEACH 

LEACH I-LEACH 

FND 1797 1201 1561 49.63 15.12 
10% 2271 1655 2042 37.22 11.21 
25% 2554 2219 2474 15.10 3.23 
HND 3351 3245 3208 3.27 4.46 
75% 4148 3979 3727 4.25 11.30 
90% 4550 4303 4229 5.74 7.59 

BS at (100,250),  Area=200x200,  Node=400,  P=0.05 
 

 Figures (2)-(9), demonstrate the metrics of network lifetime, throughput, 

energy consumption, and residual energy, in both simulation scenarios. 

Obviously, the outcomes confirmed that the proposed protocol outperforms 

LEACH and Improved-LEACH protocols in these metrics.  

The rationale behind the enhancement in performance is that, the proposed 
protocol uses an efficient method for cluster head selection and distributes 
cluster heads through the network space evenly. Furthermore, the proposed 
protocol highly reduces the overhead of control messages in the setup phase by 
making data transmission period as long as possible. 

 
Figure-4: Network Lifetime for Protocols in Scenario-1 
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Figure-5: Network Throughput for Protocols in Scenario-1 

 
Figure-6: Energy Consumption for Protocols in Scenario-1 

 
Figure-7: Residual Energy for Protocols in Scenario-1 
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Figure-8: Network Lifetime for Protocols in Scenario-2 

 
Figure-9: Network Throughput for Protocols in Scenario-2 
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Figure-10: Energy Consumption for Protocols in Scenario-2 

 
Figure-11: Residual Energy for Protocols in Scenario-2 

 

VI.  CONCLUSION 

The paper deals with energy efficiency issue in WSNs and suggested an 

energy-efficient cluster-based routing protocol to make energy dissipation more 

efficient. According to the results of conducted simulation, the performance of 

the proposed protocol was improved regarding metrics: the network lifetime, 

network throughput, energy consumption and residual energy. Also, this study 

shows the effect of cluster heads number, distribution of cluster heads, sizes of 

clusters, and overhead of control messages on the network performance and 

especially on the network lifespan. Eventually, a multi-hop routing protocol 

based on the current work will be suggested as a next work.  
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