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Abstract  

           The process of data dimension reduction plays an important role in any  face recognition system because 

many of these data are repetitive and irrelevant and this cause a problem in applications of data mining and 

learning the machine. The main purpose is to improve the performance of recognition by eliminating repetitive 

features. 

          In this research, a number of data reduction techniques were used like: Principal Component Analysis, Gray-

Level Co-occurrence Matrix and Discrete Wavelet Transform for extracting the most important features from the 

images of persons. A different number of training and testing images were used to compare the performance of 

each of the techniques above in the recognition process. Euclidean distance scale was used to get results.  

  

1-Introduction 

         The distinction of biometrics refers to the automatic discrimination of individuals based on the vectors of the 

traits derived from their physiological or behavioral characteristics. The most commonly used biometric methods 

are face recognition[1]. Face recognition has become one of the most challenging tasks of distinguishing patterns 

in past decades. Face recognition applications include: surveillance, forensics and forensic applications, secure 

electronic banking, smart cards, to identify the individual in international transport centers, to control access and in 

many other areas[2][3]. 

          The face is one of the oldest techniques used in people's recognition, it can be classified in to[3][4]: 

 Structural method:- It relies on some face features like nose, eyes, eyebrows, mouth, chin, and relative 

relationships. 

 Holistic method:-  depends on the overall shape of the face (Global Shape of the Face). 

 Hybrid method:-it relies on both holistic and Structural methods. It is generally used for 3D face recognition. 

 

 

2-Dimension reduction   

          The main purpose of reducing dimensions is to improve the performance of the classification by removing 

duplicate features that are irrelevant[5], Dimension reduction can be performed in two ways, namely: selecting 

features and extracting features. The selection of features is the process in which a new set of features is not 

generated, but only a partial set of original features is selected, leading to a reduction in the reproduction. The 

extraction of features is the process of creating a new set of features, and the extraction of features can be a linear 

or nonlinear blending of the original features [5][6]. 

3-Principal Component Analysis (PCA) 

           PCA is a useful statistical method used for both extract features and reduce the dimension; It is Involves a 

mathematical procedure that transform a number of interrelated variables into a number of non-interrelated 

variables called Principle compounds[3]. These compounds are linked to the original variables by orthogonal 

transformation. This modulation is defined in such a way that the first orthogonal dimension has the greatest 

amount of variance among the images[7].  PCA divide face images into small groups of the features that 

characterize the images called Eigen faces which are reliable to represent both the face images in database and the 

new face images[8]. 
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           The main benefit of the PCA is that the Eigen Face method helps reduce the size of the database required to 

distinguish the face image involved in the testing process. The images used in the training are not stored directly, 

but the vectors are stored by dropping each of the images used in training to a set of Eigen Faces that have been 

calculated. The image of the face entered in the test is dropped to the Eigen Faces group itself, and its weight 

vector is computed and then compared to the vectors of the weights stored in the database for best match[3][8].  

PCA method steps are as follows[3][8]: 

1- calculate the average mean for M training images using the equation below: 
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2- subtract the average mean from the training images using equation (2): 

                                         ( ) 

3- Covariance Matrix will be computed using equation (3): 

           ∑   ( )    
 

   

( )            ( ) 

4- from Covariance Matrix, the Eigenvectors and Eigenvalues will be computed.  

5-Sort the Eigenvalues and their corresponding Eigenvectors, take a subset of Eigenvectors with highest 

Eigenvalues, these subset called Eigen faces. 

6-bring down the training images after subtract the average mean from them onto Eigen faces to get the features of 

each training sample. 

4-Discrete Wavelet Transform (DWT) 

          DWT is a widely used tool in image processing applications like image edge enhancement, compression, 

and feature extraction[6]. 

          DWT is used to extract robust features in face recognition, It  can degrade the images into primary building 

blocks that are well localized both in space and frequency[6]. DWT degrades the image into four sub bands 

(LL,LH,HL,HH), low frequency sub band (LL) contains maximum energy of the images, while high frequency sub 

bands (LH,HL,HH) contain the details of the image[5]. fig(1) shows configuration of 2-level wavelet 

decomposition. 

 

Fig.(1) configuration of 2-level wavelet decomposition. 

5-Gray-Level Co-occurrence Matrix 

           GLCM is a  simple approach used to extract the textural features like Energy, Contrast, Correlation and 

Homogeneity from image. The using of Histogram in calculation carries only information related to density 

distribution; It does not convey any data for the spatial connections among pixels. The use of co-occurrence matrix 

which is a statistical method will help to extract features that describe the distribution of intensities and relative 

positions of neighboring pixels in an image[9][10]. 

If image H of dimension M×M, the co-occurrence matrix C can be written as[11]: 

 (   )  ∑∑{
         (   )         (         )   
                  

    ( )

 

   

 

   

 

           Where (Δy,Δz) indicates the distance between the pixel of interest and its neighbor, this makes the co-

occurrence matrix sensitive to rotation , this can be avoided by choosing offsets sweeping through 180 degree at 

the same distance parameter Δ to achieve a degree of rotational invariance (i e     Δ  for     :P horizontal,  -Δ, Δ  

for         right diagonal,  -Δ    for         vertical, and  -Δ, -Δ  for       :P left diagonal)[11]. Fig (2) shows 

the co-occurrence matrix that calculated for each of the four different angles.  
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Fig.(2)  co-occurrence matrix  by using the                                                  

6-Distance Measurement 

          Once the features extraction method is applied on  the images in database, the features vector  is stored and 

then compared with the features vector of the test image using one of the distance measurement methods[5]. 

Measuring the distance between two image is the final step in face recognition. This distance describes the 

similarity between two image features vectors[8]. 

          Euclidean distance is a typical  and popular distance measurement method. It is defined as the straight-line 

distance between two points. Euclidean distance formula[8] : 

 

                  (   )  √ ∑ (     )
          ( ) 

            

   

 

 

7-The  Comparative Study 

            In any face recognition system, there are three main stages: the first stage gets face images, in this paper the 

database of face images have been configured by taking pictures of (10) people, each person has (40) images, the 

total number of face images collected is (400). A surveillance camera has been used to take pictures of people, Size 

of faces images is 100×100. The second stage extracts features from these image. Here, we used three features 

extraction methods : 

1. PCA : each image in trained faces database has (10,000) value, to extract features from image Only (100) 

Eigen vectors have been adopted, and are also called Eigen faces with the highest Eigen values, which has highest 

contrast ratio between the face images used in the training, so we have reduced the graphic dimension of the image 

from (10,000)  value to (100) value which will be entered to a stage of recognition .Fig.(3) shows the steps of 

PCA.  
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Fig.(3) PCA method diagram 

 

2. Discrete Wavelet Transform :  to reduces the image dimension(100 x100) , face  image was been divided into 

four sections (LL, LH, HL, HH). The HH part of the image was taken only because it contains the detailed  

information of the image, HH part has been used as input to the recognition phase. The dimensions of this part 

(HH) are  50 x 50  as shown in Fig.(4), Fig.(5) shows  the DWT steps. 

 

Fig.(4) (LL,LH,HL,HH) sections of image 
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Fig.(5) DWT method diagram 

 

 

3. GLCM: four  image-related features: energy, contrast, correlation and homogeneity have been extracted using 

GLCM method. Four values for each feature according to the instruction and the following offset values. Total 

number of the values that were adopted in this method is (16) value which were used as input to discrimination, 

fig.(6) shows the GLCM steps. 

[glcms ,SI]= graycomatrix (X, 'offset', offsets); 

Offsets=[ 0  1 ; -1  1 ; -1  0 ; -1  -1]

 

Fig.(6) GLCM method diagram 
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          The final stage is the classification, we used Euclidean distance measurement to take the result of 

comparison, which calculates distances between the face image to be distinguished and all images used in the 

training, the image that has the least distance is the result of classification.  

 

8-Results and Discussion 

          In the comparative study, experiment was conducted using gray images with same size 100×100 . 

simulations were done via using MATLAB.  

When features were extracted from face images using PCA  , a recognition rate  of 79% was obtained through 

using (15) images in training and (25)images in testing, while the rate through  using Wavelet  is 82.4% and by 

using GLCM is 62% , then we used (20) images in training and (20) images in testing, we obtained recognition 

rate of 82.5% in PCA, while the rate obtained by using Wavelet  is 85% and by using GLCM is 72% , this rate 

increased to 95% when we used PCA, 95% for Wavelet  and 75% for GLCM when we used (30) images in 

training and (10)images in testing. Tables (1)(2)(3) and fig.(7)(8)(9) show the recognition rates when applying the 

three methods.  

 

 

Table (1) the recognition rates Using PCA  

 

No.of images 

trained 
No.of features 

No.of images 

tested 
Recognition rate 

15 1500 25 79 % 

20 2000 20 82.5 % 

25 2500 15 92 % 

30 3000 10 95 % 

 

 

 

Fig. (7) the recognition rates Using PCA  
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Table (2) the recognition rates Using Wavelet  

 

No.of images 

trained 
No. of features 

No.of images 

tested 
Recognition rate 

15 37,500 25 82.4 % 

20 50,000 20 85 % 

25 62,500 15 89.4 % 

30 75,000 10 95 % 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (8) the recognition rates Using Wavelete 

 

Table (3) the recognition rates Using GLCM  

No.of images 

trained 
No.of features 

No.of images 

tested 
Recognition rate 

15 240 25 62 % 

20 320 20 72 % 

25 400 15 74 % 

30 480 10 75 % 
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Fig. (9) the recognition rates Using GLCM  

9- Conclusion 

       In this research: 

 three methods were used to extract features from face images: PCA to extract (100) features, DWT to extract 

(50×50) features and GLCM to extract (16) features  , and compare these methods to different numbers of training 

and test images for the purpose of knowing which method was better in the recognition process. The Euclidean 

distance scale was used to obtain the results.    

 The results illustrate that, as the number of images used in the training increases and the number of images used 

in the test decreases, the rate of recognition increase.  

 They also illustrate that the PCA  and Wavelet are better than GLCM in Extract features from face images in 

face recognition system, fig.(10) shows the comparison among PCA, Wavelet and GLCM.  

 

 

fig.(10) the comparison among PCA, Wavelet and GLCM. 
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