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ABSTRACT

Background:

Handwriting recognition is an important issue nowadays, where handwriting can be a image, document,
etc., the ability of a computer to recognize handwritten numbers is very important in more than one
application such as translation, reading and number recognition applications. The proposed project provides
a system that recognizes handwritten English numbers, the input data being images downloaded from a
global dataset. The proposed system consists of a number of stages. The first stage is the preprocessing,
which includes resizing of the images to be one size (28 * 28), and then a step (data mapping) is applied.
As for the classification stage, it relied on the use of two algorithms, the KNN algorithm and the neural
network (error backpropagation). To start the process of training the selected algorithms, the data was
divided into two sets, the training setand the test set. Two algorithms were used for the purpose of choosing
the best of them, by evaluating their performance using a number of evaluation metrics. Accuracy and
Precision were used for the purpose of evaluating the performance of the algorithms. The performance of
the KNN algorithm was 0.94 and 0.942 respectively when k = 4. While the best performance reached by
the neural network mechanism was 0.98673333 and 0.9698, respectively, at epoch = 15. The neural network
(error backpropagation) is shows the best result in the recognation stage

Materials and Methods:

K-Nearest Neighbors (KNN) technique makes no assumptions about the basic dataset. It is recognized for
its effectiveness and ease of use. It is a supervised learning algorithm. To estimate the category of the
unlabeled data, a labeled training set containing data points separated into many groups is supplied.
Results:

The performance of the KNN model with various values for "K." Since the high value of model accuracy
was "0.94", the "4" parameter value is the one that provides the best results and precision was "0.94".
Conclusion:

The problem of handwritten recognition needs high accuracy and precision indicators show an accurate
description of the performance of the algorithms that were employed in the proposed system. The two
indicators described the performance of the algorithm (KNN), which gave results (0.94 and 0.942).

Key words:
Machine Learning, K-Nearest Neighbor (KNN), MNIST

Page | 34

ISSN: 2312-8135 | Print ISSN: 1992-0652

info@journalofbabylon.com | jub@itnet.uobabylon.edu.iq | www.journalofbabylon.com


mailto:info@journalofbabylon.com
mailto:jub@itnet.uobabylon.edu.iq
mailto:jub@itnet.uobabylon.edu.iq
https://www.journalofbabylon.com/index.php/JUB/issue/archive
https://www.journalofbabylon.com/index.php/JUB/issue/archive
mailto:ali.abdulkareem.154@gmail,com
mailto:hedhabsa@gmail.com
mailto:ali.abdulkareem.154@gmail,com
mailto:hedhabsa@gmail.com
mailto:hedhabsa@gmail.com

OURNAL OF UNIVERSITY OF BABYLON
ARTINIE J Vol.30; No.4.| 2022

For Pure and Applied Sciences JUBPAS)

g

\.\ Y\' 1vq.-,..i

» >

T

€ ey |

STy STt VY T

v >

T

¥ ey ey

VT

I\ 3

LA

- PRY-PN

B8 a3 ¢ @y ) Lag 1itise of 8ygem dagadl SN (055 of (S Cum ¢ pealall gl b dega Laaad Al ke ol aa
BV e Capeilly seblly dan il ik Jie Gul e ST 135 dege ) s Bugi€l) JBY1 e oyl e i)
Aadle @iy degana oo JaaY) @lily iy g ¢ all dads LSl dplady) SV e oy Ll 7 el g pdall g
aaly aaas OsSH gl aaa it e Al ¢ Aaed) dalladl o A5V Ayl L daball e sae e il AUl S
Lyl ¢ e led alasin) o ciadie) 38 ¢ Chuail] dlaal Ll Ll (UL o) Sshad ks S 5 ¢ (28 * 28)
¢ Oficgaaa ) clilall ad o ¢ Bliaall Gl ledll cups Llee cad . (backpropagation U:.;) dapaal) a<uilly KNN
i) alie (ge 230 ala3ls Lol i DA (a Lgbadl JLad) (il Gfisay s pladiad o5 L LY de ganag canyill degana
OS Ly k=4 xie gl e 0.942 5 KNN 0.94 duejjloa elol G cbaa) il olal aus (iajad 88ally 283 aladiad o
has) daaal) A el 15 = juanll 8¢ ) e 0.9698 5098673333 Lusanll A<l 41 4] ciliag ol Juadl
«aljieY) dlaye b A Juadl (backpropagation

Laald aled Lae))lsa Lgd) L delatiod Alggess 4nlads Cigyre 4 L LaslY) UL Ao gane Joa cilialjisl ol (KNN) 4 i Y
Bane Glegaas ) dewte lily bl o (g5iat Ligias cu)pli dogana jdgh Qb ¢ Bloal) e SlLall 438 paal Ll a3l
selalisiay)

sy (KNN) Gae all o)l pdsall Chmy oz siaall plail) b dardiall e o) ol s lacay 8ally 821} < pise pea sy
LSl e (0.942 50.94) ) culac

sdaalidal) cilalsl)

Aaeall Laglgi€ally julaall bl agaall il 5228, jla )l duajlss ¢ IV bl

Page | 35

ISSN: 2312-8135 | Print ISSN: 1992-0652

info@journalofbabylon.com | jub@itnet.uobabylon.edu.iq | www.journalofbabylon.com


mailto:info@journalofbabylon.com
mailto:jub@itnet.uobabylon.edu.iq
mailto:jub@itnet.uobabylon.edu.iq
https://www.journalofbabylon.com/index.php/JUB/issue/archive
https://www.journalofbabylon.com/index.php/JUB/issue/archive

OURNAL OF UNIVERSITY OF BABYLON
ARTINIE J Vol.30; No.4.| 2022

For Pure and Applied Sciences JUBPAS)

g

<y Sy ¢

Yy >

T

9 oy €|

¥ T

\'\ ¥ < 1\7;\3(

Y >

o0

9 ey €T

VT

I\ 3

"\2‘.

INTRODUCTION

A handwriting recognition system (HTR) refers to the capability of a computer or other
device to accept as input handwriting from a source such as printed physical documents, images,
or other devices [1].

Text written by hand may be found in several images, including but not limited to
handwritten notes, memoranda, whiteboards, medical records, historical documents, and stylus-
entered text. As a result, a comprehensive OCR system has to have the capability of identifying
handwritten text contained inside photographs [2], [3]. Many offline handwritten text recognition
systems have moved their attention to line-level recognition methodologies in recent years. For
feature extraction, these algorithms use a mix of convolutional neural networks (CNN) and Long
Short-Term Memory (LSTM), recurrent neural networks | 1].These networks are educated using
Connection Temporal Classification .The characters in an image may be identified by this method,
which can turn them into text. Afterwards, the text may be transformed into the language of the
reader's choosing [4],[5] .

Handwriting has been affected by every advancement in computer and communication
technology, including word processors, fax machines, and e-mail. The role of handwriting and
handwritten texts has been adjusted and reinterpreted as a result of these in-variations. Despite
these technological marvels, a pen and paper are considerably more practical than a computer or
mouse. Handwriting-processing computers will need to be able to read messages written in various
writing styles and languages and cope with arbitrary user-defined alphabets [6- 10].

Materials and Methods
e Kk-Nearest Neighbor

k-NN, algorithm is considered to be one of the more straightforward approaches to machine
learning. Despite its apparent simplicity, it has shown to be highly useful in resolving numerous
classification and regression issues, including those in the fields of image analysis and character
recognition [11].

The (Modified National Institute of Standards and Technology database) MNIST dataset
is a sizable collection of handwritten numbers that is frequently employed in the development of
image processing systems as well as other applications for training, learning, and testing in
learning robots. One of the most well-liked data sets in the machine deep learning areas is called
MNIST [11].
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Methods

The proposed system is illustrated in Figure (1) in which the work steps are shown, where
first the images are obtained from the data set, and then the preprocessing, in which the images are
placed in the appropriate size for the work, data mapping put the pixel in a specific range, KNN
classifier Finally, the system is evaluated by a set of metrics.

m - o .
E i Preprtlrcessmg
¢

Data Mapping

Data Acquisition

Data Splitting

Training set

KNN- classifier

System Evaluation

Figure (1) the proposed system
preprocessing

The preprocessing is very necessary on the data set to prepare it for the main processing, which
is the classification process. The pre processing is done on handwriting images by normalized

the dataset pixel.
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Data Mapping

The MNIST dataset contains grayscale images, and the range of values for each pixel in
those images is between 0 and 255, including both boundary values. To convert the pixel values
to a scale from 0.0 to 1.0, we multiply them by 0.99 / 255 and then multiply 0.01. Because of this,
the 0 values don't get counted as inputs, which means they don't have the potential to prohibit

weight updates using the procedure below.

Algorithm: Data Mapping
Input: Input Image from MINST dataset .
Output: Mapping Image form MINST dataset .

1. Begin
i. Stepl:read input image that is grayscale and its pixels are (0- 255).
Step 2: applying the Formula
ii. Map.value = (X*(0.99/255)*0.01)
2. End

End Data mapping

- k-Nearest Neighbor Classifier

K-Nearest Neighbor

It is considered to be one of the more straightforward approaches to machine learning. Despite
its apparent simplicity, it has shown to be highly useful in resolving numerous classification and
regression issues, including those in the fields of image analysis and character recognition.

The key idea behind the nearest neighbor classification approach is identifying a subset regard
training samples which consider most similar to a modern instance which been classed. This is
symbol for the number. These adjacent samples will be used to establish the label for the newly
generated sample. The number of neighbors to be discovered in KNN classifiers is a user-defined
parameter that is kept constant. Another kind is the method for discovering neighbors based on a
radius. These methods take into account all samples within a certain radius; therefore, the number
of neighbors varies depending on the local density of points. The distance may be measured in any
metric system; however, the traditional Euclidean distance is the one most often employed. Since
they simply "remember" all of their training data, techniques based on neighbors are known as
non-generalizing methods in machine learning. Neighbors of the mystery sample may vote on how
to categorize it, and the winner is chosen by majority vote.
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Algorithm K-Nearest Neighbor E‘
o

Algorithm: K-Nearest Neighbor pal
(=2

1. Input k equal zero. z
v

2. Set counter begin from 1 and finished when arrived the total training data number points to get the E
[a

predicted classes. —]
"

3. Find out how much space should be left between the rows of data that be training in addition to rows f
data to be test. The Euclidean distance is measurement that is employed the majority of the time; thus, it

will be applied here.

4. Based on distance values, order the distances computed in order of increasing.
5. Take a first k of rows of the saved array.

6. Identify the dominant class in the row.

7. Provide the anticipated class.

End K-Nearest Neighbor

ISSN

- system evaluation

The performance of the two algorithms will be evaluated using different metrics to compare
their performance. Three types of metrics will be used for evaluation:

Accuracy: The level of accuracy indicates how much we can rely on the forecast made by our
model. This measure is incapable of distinguishing between various error classes and types.

Precision or Positive Predictive Value (PPV): It is the proportion of True Positives to every
positive result the model had predicted. It is helpful for the dataset that is uneven and biased. The
precision decreases as the model predicts more false positives.

Confusion Matrix: An error matrix or confusion matrix is a table that displays the kind of
errors being made as well as the number of correct and incorrect predictions made by the model in
relation to the actual classifications in the test set. This matrix shows how well a classification
model performs when tested on test data with known true values. There are n classes, hence it is a
n*n matrix. After using the test data to make predictions, this matrix can be created.

Page | 39

info@journalofbabylon.com | jub@itnet.uobabylon.edu.iq | wwpw.journalofbabylon.com


mailto:info@journalofbabylon.com
mailto:jub@itnet.uobabylon.edu.iq
mailto:jub@itnet.uobabylon.edu.iq
https://www.journalofbabylon.com/index.php/JUB/issue/archive
https://www.journalofbabylon.com/index.php/JUB/issue/archive

OURNAL OF UNIVERSITY OF BABYLON
ARTINIE J Vol.30; No.4.| 2022

For Pure and Applied Sciences JUBPAS)

g

\.\ Y\' 1vq.-,..i

» >

T

€ ey |

STy STt VY T

v >

T

¥ ey ey

VT

I\ 3

Results and Discussion

The K neighbors Classifier bases its classification on a sample's k closest neighbors. The user-
specified integer value 'k' is the number. Of the two algorithms, this is the classifier that is used
the most. The rule of "trial and error” will be used to apply the model with a set of trials and
compare the accuracy that is obtained after applying it in order to get the best or optimal value of
"K." KNN models with different "K" values. By plotting the precision with the number of K values
in the graph, it is possible to find out the differences and choose the best value for K Figure (2)
shows the performance of the KNN model with different value for “K”, where the optimal value
for is “4” since the high value of model accuracy was “0.94”.

Finding the best or Optimal Number of K

0.945 1

0.940 A

0.935 -

Accuracy

0.930

0.925

0.920

1 2 3 4 5 6 7 ] 9
K - Number of Neighbors

Figure (2) the K value and accuracy of model

The following table represents a comparison between the values of precision
and accuracy with the change in the values of the number of neighbors (K), where the
best value for accuracy and accuracy appears when the value of (k) is 4.
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Table (1) the values of K, accuracy and precision

K Accuracy Precision
1 0.9475 0.948
2 0.9208333 0.925
3 0.9358333 0.938
4 0.94 0.942
5 0.9391666 0.942
6 0.9375 0.940
7 0.935 0.938
8 0.9341666 0.937
9 0.9325 0.936

Confusion is a matrix that is represented in the following form. It represents the
testing phase of the model and its final results when the accuracy is (94) in the training
phase, but in the testing phase it is (96). The confusion matrix represents the

performance of the final model. Figure (2) shows the confusion matrix.

y_test

y_pred

Figure (2) the confusion matrix
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Conclusion

The model used in the proposed system, which is (KNN), contains a sensitive
parameter that affects the accuracy obtained by the model, which is the number of
neighbours. The optimum number of neighbours was determined by the rule of trial
and error. The optimal number was (4) and the accuracy was (94). The proposed
system has given very good results in terms of accuracy and precision, and it is reliable
in recognizing the image of handwriting completely, and it can be applied to numbers
and letters as well.
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