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ABSTRACT

Abstract In recent days, a wide variety of tools have appeared for performing educational data
mining (EDM) . The current education systems show that there are several factors affecting students’
performances. First and foremost, students need motivation in order to learn and this motivation results
into their success. The prediction of student performances is an important field of research in Educational
Data Mining, particularly through the application of different data mining techniques. The majority of EDM
research focuses on prediction algorithms. The current work presents a review of the data mining predicting
algorithms and tools that have been adopted in EDM. It also provides insight into the algorithms and
powerful data mining tools that most widely used in student performance prediction. This will mainly be
of use for educators, instructors and institutions, increasing the students’ levels of study.
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Introduction
Introduction Knowledge Discovery in Databases (KDD) is a process that involves

analyzing and modeling large databases automatically explorative [1]. It is a controlled procedure
whereby new and understandable patterns of validity and use are identified out of a large, complex
data set. Data mining is an essential process in KDD, as it infers the algorithm for exploring data,
developing models, and identifying patterns that were not known before. This model is necessary
for the analysis and prediction of phenomena in data [1]. Educational Data Mining (EDM) is a
field of research that deals with the data of educational institutions. This could include predicting
student performances and learning analytics to classify students according to their learning
performances [2]. EDM presents an analysis of data for information systems that support learning
in a variety of educational institutions, such as schools, colleges, and universities, as long as they
provide a conventional teaching model. EDM mainly aims to predict students’ results and their
modeling, which represent two essential issues within the educational context [2].

The work conducted in the present paper can be outlined in the following way. Section (2)
describes the predicting techniques adopted in EDM. Section (3) draws a comparison between the
research works that make use of predicting techniques in EDM. Section (4) states the conclusions
of the present work.

Materials and Methods
In EDM, prediction techniques are adopted for predicting the performance of students.
This act requires several tasks, including classification and regression.

1. Classification Techniques

Classification is considered to be one of the supervised learning techniques which aim
towards creating a classified model for classifying class labels for unknown data. In other words,
a classifier is formed using the training set, and it is applied in the classification of unknown data
into predetermined classes that already exist [3]. The classifier evaluation involves taking an
already classed input, through which its accuracy is obtained by the rate of correctly classified data
items [3]. The following section describes some of the algorithms used in the classification
process.

1.1 K-Nearest Neighbor

K- Nearest neighbor (KNN) classifier is a completely different approach to classifying
data. No obvious universal model is built, as it has only a local and implicit estimation[4]. The
essential concept here is the classification of objects utilizing the examination of K-class values in
similar data points. The class that is selected could be the class or class distribution with the highest
frequency in the neighborhood. There are only two tasks to be learned in the KNN classifier:
selecting the number of (k) neighbors and the (d) representing distance metric [4].
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1.2 Naive Bayes

Naive Bayes (NB) classifier is a statistical classifier that assumes that features are
statistically independent of each other. NB classifier is based on the assumption that the impact of
attributes does not depend on the value of other attributes in a certain class [4]. As a result of this
independence, the NB classifier is highly scalable and can learn quickly when using a large dataset
with high dimensional attributes. This is useful for many real-world datasets, such as speech data,
text image data, spam filtering, and medical image processing [4].

1.3 Decision Tree

Decision Tree (DT) is a commonly used classification model. It consists of a tree whereby
branch nodes represent a choice between several options. The leaf nodes represent decisions. DT
is often applied in gathering information to help in decision-making. DT begins at a root node for
users for taking action. Starting from this node, the DT learning algorithm splits into other nodes.
As a result, the branches in the DT represent possible scenarios of decisions and their results [5].

1.4 Bayes Network

Bayes Network (BN) (also known as a network decision, Bayes net, or belief network),
this statistical classifier has a visual representation in form of a graph structure through a directed
no-period graph. It is used in predicting class memberships through the probability of a certain
sample belonging to a given class. For example, BN represents the probabilistic relationships
between symptoms and diseases. Given the symptoms, where the network is used to calculate the
probabilities of having different diseases [6].

1.5 Multi-Layer Perceptron

Multi-Layer Perceptron (MLP)consists of several input and output units that are connected
with a certain weight. Throughout the learning stage, the weights are adjusted to help the network
in predicting the correct labels for the input tuples. MLP is well-studied for continuous-valued
inputs and outputs. MLP is considered to be better than the other networks in terms of pattern or
trend identification in data. It is therefore suitable for predicting student performances[7].

1.6 Support Vector Machine

Support Vector Machine (SVM) is a successful method to be used with non-linear class
boundaries. However, a drawback is that there is often a lack of data to learn composite non-linear
models. This method is based on the idea that in the mapping of data into higher dimensions, a
linear appears for the classes. Practically, only absolute mapping occurs utilizing the kernel
functions [8].
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1.7 Random Forest

Random Forest (RF)is an ensemble predictor technique that depends on the decision tree
model. RF algorithm can be used for both regression and classification tasks. It works well with
large datasets and achieves accurate results. With regression, the result is returned based on the
average output of all trees while with classification, the result is returned based on the votes of all
trees [9].

2. Regression Techniques

Algorithms in this type predict continuous values determined by the input variable. This
technique is often used when the target variables represent quantities, like incomes, scores, heights,
or weights, whereby the output is a continuous value, such as an integer or floating-point value
[10].

2.1 Linear regression

Linear regression is a supervised learning algorithm that forms a special case of regression
analysis. The main idea of this model is to explain the relationship between one dependent variable
(usually denoted by Y and indicating the target class) and one or more independent variables
(usually denoted by x and indicating the features), using a straight line [10].

2.2 Support Vector Regression

In problem regression, SVM is called (Support Vector Regression) SVR. It is a supervised
learning method characterized by the use of kernels as it can handle nonlinear prediction very
efficiently through a nonlinear kernel function. One of its most important strengths is that it is used
to build classification models or regression methods as well as to achieve significant results with
large datasets.SVR works well with high-dimensional datasets and thus avoids the curse of the
dimensionality problem [11].

An Overview of Important EDM Tools
The tools included in the next section offer a variety of algorithms that can be used to
predict and find relationships in educational data.

e WEKA: It is a free and open-source software package developed at the University of
Waikato in New Zealand that assembles a set of data mining and model-building
algorithms. WEKA contains a free set of classification, regression, clustering, and feature
selection algorithms and a set of algorithms for data analysis, predictive modeling, and
visualization tools. The logo of the Weka tool and the Main Interface is shown in Figure
(1) and Figure (2) respectively [12].
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Figure. 1 The Logo of Weka Tool
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Figure 2 The Main Interface of the Weka Tool

e Rapid Miner: Rapid Miner contains a very wide range of regression and classification
algorithms as well as clustering algorithms, association rule mining, and other
applications. It is a package for building models and performing data mining analysis
developed by a company of the same name. It provides a varied environment for preparing
data, deep learning, machine learning, and performing predictive analysis. It supports all
steps of machine learning processes including data preparation, results visualization, model
validation, and optimization. The Rapid Miner tool logo and main interface are depicted in
Figure (3) and Figure (4) respectively [12].
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Figure. 3 The Logo of Rapid Miner Tool
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Figure. 4 The Main Interface of the Rapid Miner Tool

Prediction Methods Used In EDM

To present a comprehensive view of the predicting algorithms used in Educational Data
Mining, there are (18) related works selected that are of relevance to the subject of this study. The
student performances were predicted using a varying range of classification and regression
algorithms. These works have been analyzed for improving the student’s performances in light of
the predicted results. Through such predictions, instructors and institutions can identify
weaknesses at an early stage and treat or assess them appropriately, to improve their overall
performances.

The scope of studies involved in this review are published between 2017 and 2022. Table
(2) below draws a comparison between the predicting algorithms used in Educational Data Mining.
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Table 1: Prediction algorithm as Applied in EDM
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In light of the comparison made in Table (1), the prediction algorithms are illustrated in
Figure (5) below based on the frequency of use in Educational Data Mining.

DT NB MLP RF KNN LR BN SVM SVR
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Figure.5 Prediction Algorithm of EDM
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Figure (6) show that the majority of researchers in EDM made use of the Weka tool in
predicting the students’ performances, whereas Rapid Miner is hardly used in the compared
works.

M Weka

M Rapid Miner

Figure. 6 Tools used in EDM

Figure (7) below shows that the majority of researchers used the classification task in their
research and rarely used the regression task for predicting student performances.

Regression Classification

Figure. 7 Prediction task used in EDM
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Conclusion

The present review study discussed several predicting tools and techniques that have been
used in the educational context for predicting the performances of students. Such predictions are
useful for parents, teachers, and scientific institutions in the future. The conclusion can be drawn
that the majority of works address the same predicting algorithms and it has been found the RF
and DT algorithms are most frequently used by researchers in the prediction tasks in their research.
Therefore, It is suggested that these algorithms can be used in EDM prediction, using different
student variables and data mining techniques for obtaining better results. It was also found that
most of the researchers used the classification task in their research and rarely used the regression
task to predict students' performance. In addition, most EDM prediction researchers used the Weka
tool to predict student performance, while Rapid Miner was rarely used. Finally, we hope this
review is useful for researchers to learn about the emerging algorithms and tools in the prediction
of EDM.
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