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ABSTRACT

Background: The increasing reliance on Internet-based applications has led to a rise in the number of
hackers, posing a significant threat to the security and confidentiality of digital resources. The performance
of the Deep Learning (DL) model is greatly impacted by the design of DL architectures, which typically
need expert knowledge. The intrusion detection results can be enhanced by the model by adjusting certain
hyper-parameters. The right selection for the best hyper-parameters of the model helps to improve the
detection performance.

Materials and Methods: This paper studied the effect of some hyper-parameters used in the classification
algorithm for improving the performance of intrusion detection models. Restricted Boltzmann Machine
(RBM) and Multilayer Perceptron (MLP) are used to identify the best values in terms of the number of
hidden nodes, the number of epochs, and the size of batches used to train the UNSW-NB15 dataset to
enhance the accuracy and reduce the implementation time for detecting the attack.

Results: Different numbers of hidden neurons, epochs, and batch size were used to prove which hyper-
parameter had the most effect on the performance in terms of accuracy and implementation time to detect
attacks.

Conclusion: Building a model and refining it with appropriate hyper-parameter values leads to better design
of the model with high performance. The hyper-parameters must be chosen in a way that enhances the
performance of the model in terms of increasing accuracy and reducing the implementation time.

Keywords: Intrusion Detection System, RBM, MLP, UNSW-NB15, Parameters Efficacy, Deep Learning.
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INTRODUCTION

The uses of Internet-based applications are flourishing due to the dependence of daily human
activities on the Internet and computer networks [1]. This leads to a steadily growing number of
hackers [2], and thus, threatens the safety and confidentiality of digital resources [3]. Any attempts
to enter a network without authorization and obtain unauthorized data that endangers network
security are known as intrusions.

All possible security risks must be located in order to develop an efficient network protection
plan, and the best collection of technologies to defend against those threats must then be chosen
[4]. It is not possible to prevent all attempts that aim to exploit the security gaps in networks and
systems.

One of the very influential factors in the learning process is parameter and hyper-parameter [5].
Parameters (such as weights and biases) are internal to the model, either estimated or learned from
training data, whereas hyper-parameters (such as the number of hidden layers, the number of
hidden neurons in each layer, the activation function, the learning rate, the number of epoch, and
batch size) are considered external to the model since the model is unable to alter its values while
being trained or learned.

A hyper-parameter is a variable in machine learning and deep learning that is set before training
and remains unchanged at the end of the training process, as well as used to define or represent the
model [6]. The values of hyper-parameters govern the learning process and establish the model
parameter values that a learning algorithm ultimately learns.

As a result, choosing the appropriate hyper-parameter values is crucial since doing so will have a
direct effect on the model's performance after it is trained [7].

The extraction of valuable patterns and models from large datasets is known as Data Mining which
extracts features from network traffic and is used to differentiate between genuine traffic and
malicious traffic [8]. Since it was created primarily for representational learning and classification,
the Restricted Boltzmann Machine (RBM) has recently piqued the interest of the artificial
intelligence and machine learning field [9].

The remaining parts of the essay are arranged as follows. Section 2 went over the IDS challenges.
The material and methods are presented in Section 3. Section 4 displays the proposed model. In
Section 5, the results and discussions. In Section 6, the conclusion is introduced.

THE CHALLENGES OF INTRUSION DETECTION SYSTEM

Despite the extensive research on IDSs, there are still many crucial issues to be resolved [10].
Intrusion detection systems suffer from a number of challenges, including low detection rates, false
alarm rates, response time, and unbalanced datasets [11].

IDS generates a lot of false positives (identify a normal action as harmful) and false negatives
(miss a malicious activity), which can be difficult for network managers to manage, and thus, may
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become less trusting of the alerts as a result, their defense levels may drop, or they may have too
much work to do to identify actual assaults [12]. The nature of the intrusion datasets is rather
unbalanced [13]. The classification algorithms are easily skewed in favor of the dominant class
due to the disparity of class variables [14].

Response time is the time required for the system to react to a specific event. In intrusion detection,
it is the time required for the system to issue an alert when malicious activity is detected. Extensive
times of responses to user requests are associated with higher attack rates [15], the classifier with
a quick response time is preferred over the classifier with a slow response time [16].

The process of creating a dataset suitable for testing intrusion detection systems is expensive and
requires a lot of accuracy and time, as it is necessary to adjust the real work environment to explore
all possibilities of attack. It is challenging to evaluate, compare, and apply a system capable of
detecting new attacks in the field of network intrusion detection, especially when anomaly-based
intrusion detection is used. It is imperative that these systems are tested and evaluated before they
are implemented in any real environment, using real addressable traffic with a comprehensive set
of attacks. This is a major challenge given the scarcity of such data sets.

MATERIALS AND METHODS

Intrusion Detection Dataset

The classifier will make mistakes and lose accuracy since the previous datasets did not contain any
contemporary attacks and the distribution of benchmark training and testing datasets varies with
respect to the types of data. As time passes, stealth and espionage attacks become increasingly
commonplace activities [17]. Consequently, in 2015, a new dataset known as UNSW_NB15 was
created by combining a range of typical network traffic with recent attack occurrences in an
artificial environment at the University of New South Wales Cyber Security Lab. [18].

The UNSW_NB15 dataset contains genuine activities of typical traffic in addition to nine
classifications of contemporary attack types and 49 features composed of these various categories
[19]. The nine categories of attacks on networks in the UNSW-NB15 dataset are DoS, Shellcode,
Backdoor, Fuzzers, Reconnaissance, Worms, Analysis, Exploits, and Generic [20].

Two datasets, one for training and the other for testing, are included in the UNSW_NB15 dataset.
There are 175,342 connection records in the training dataset and 82,332 connection records in the
testing dataset. Table 1 displays the various attack types and how they are distributed across
training and testing sets in the UNSW_NB15.

Overall, out of 49 features, there are 28 features as integer type, 10 features as float type, 6 features
as nominal type, 3 features as binary type, and 2 features as timestamp type.
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Table 1. Primary Classes for UNSW_NB15 Dataset [21]

Training Dataset Testing Dataset

Classes

No. Patterns Per.% No. Patterns Per.%
DoS 12,264 6.994% 4,089 4.966%
Backdoor 1,746 0.996% 583 0.708%
Analysis 2,000 1.141% 677 0.822%
Fuzzers 18,184 10.371% 6,062 7.363%
Generic 40,000 22.813% 18,871 22.921%
Exploits 33,393 19.045% 11,132 13.521%
Reconnaissance 10,491 5.983% 3,496 4.246%
Shell Code 1,133 0.646% 378 0.459%
Worms 130 0.074% 44 0.053%
Normal 56,000 31.938% 37,000 44.940%
Total 175,341 100% 82,332 100%

Restricted Boltzmann Machine

The visible layer and hidden layer comprise the two layers of the stochastic network of neurons
that is known as the Restricted Boltzmann Machine (RBM) [22], While the hidden layer attempts
to extract features from the visible layer in order to reflect a probabilistic distribution of the data,

the visible layer displays the data that has been gathered [23].

The foundation of deep belief networks is RBM, which is a two-layer, shallow neural net [24].
The visible, or input, layer is the first layer of the RBM, and the hidden layer is the second. Nodes
from different layers are connected to each other, but no two nodes from the same layer are linked,
this is the reason why the network is referred to as restricted. The information can move in both
directions due to the symmetric and bidirectional connections between the levels [25]. The RBM

architecture is shown in Figure 1.
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Figure (1): Restricted Boltzmann Machine [21]

To generate the node's output, each input V is multiplied by a separate weight W. The resulting
products are then summed, added to a bias, and then fed to an activation function, the outcome
reaches the hidden layers. Individual weights and an overall bias are merged with backward-passed
data to reconstruct the input when data reaches the visible layers, as explained in Equation (1) and
Equation (2) [26], respectively.

P (hj = 1|v) = o (cj + Xi WijVi) 1)
P (vj= 1|h) = o (bj + X.i wijhi) 2

Where: v is the visible neuron, h is the hidden neuron, b is the bias for the visible neurons, c is the
bias for the hidden neurons, and w is the weight.

Multilayer Perceptron Algorithm

MLP is a forward-moving neural network that feeds information from the input layer to the output
layer [27]. The fundamental framework of an artificial neural network (ANN) is made up of the
three layers of MLP [28]. The data to be processed must first be received by the input layer, which
then forwards it to the hidden layer, which carries out the actual computations, and finally to the
output layer, which provides the desired outcome for a prediction or classification [29]. Each
layer's neurons are connected to one another by weights, and a bias is used to set the threshold at
which a neuron will become active [30]. MLPs are intended to approximate any continuous
function, and they can be used to tackle problems that cannot be solved linearly [31]. A basic MLP
architecture is depicted in Figure 2.

Before the training starts, the weights are randomly assigned. The input data (X1, X2) and the
predicted result (YY) make up the training set of data. The following equation is used to calculate
the output:

Y=WX+B 3)

where W is the weight and B is the bias.
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Figure (2): MLP architecture [32]
The Proposed Model

This paper aims to measure the extent to which the hyper-performance of an intrusion detection
system is affected when changing the hyper-parameters that make up the classification algorithm,
especially the number of neurons in the hidden layer. For this task, we chose the RBM and the
MLP algorithms.

The UNSW-NB15 training and testing datasets go through several steps to prepare them for
subsequent stages. First, both datasets will undergo the preprocessing stage, which includes
examining the data to ensure that it is free of missing values, then, converting the categorical values
into numerical values by coding process so that the algorithm can handle these values, and finally
making the values in the same scale (between O and 1) through the min-max normalization
equation as follows.

Vhew= (V - Vmin) / (Vmax - Vmin) (3)

Where: Vnew is the new value after scaling, V is the present value, Vmin is the min value in the
feature, and Vmax is the max value in the feature.

Both datasets will enter the preprocessing stage, then the training dataset will enter the stage of
changing the hyper-parameters and training by the RBM and MLP algorithms, and finally, it will
be tested using the test dataset. The obtained accuracy and required execution time will be
calculated. Figure 3 explains the proposed model.
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Figure (3): The Proposed System Architecture

RESULTS AND DISCUSSION

First of all, the primary hyper-parameters used in the classification algorithm must be defined,
including epoch, batch size, and hidden neurons. The number of epochs is a gradient descent hyper-
parameter that regulates how many full iterations are across the training dataset [33]. The batch
size is a gradient descent hyper-parameter that regulates how much training data must be processed
before the internal model parameters are changed [34]. Input, output, and hidden layers with
hidden neurons comprise the typical architecture of a neural network, where Determining the
optimal number of hidden neurons necessitates trial and error during training in order to estimate
the generalization error [35]. Problems related to overfitting or underfitting may arise from the
random selection of the number of hidden neurons [36].

Not every one of the UNSW-NB15 features, nevertheless, is necessary for the target labels.
The existence of total duration (feature named: dur) renders two input features, Start time and Last
time, superfluous. Also, some features lack the necessary data to detect intrusions, so they
eliminated such as source-IP-address, source-port-number, destination-IP-address, and
destination-port-number. Two target features are found, one containing only 0,1 representing
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normal and attack and used for binary classification, and the other containing the types of attack
and used for multi-classification.

To train the UNSW-NB15 dataset, the RBM and MLP algorithms are used, which consists of
42 input neurons equal to the number of features in the dataset and a different number of hidden
neurons that will control the accuracy of the system (Multiples of 2 to 512), the number of epoch
used are 1, 10, 100, the batch size is 32, 64, the learning rate is 0.1, the weights are randomly
selected, and the sigmoid is the activation function of the model.

The primary goal of the paper is to explain how choosing different numbers of hidden neurons
with epoch number, and batch size will affect the model's performance. Table 2 and Table 3 explain
the accuracy and time of the system that is obtained when using different numbers of hidden
neurons, taking into account the number of epochs and batch size for the binary classification and
the multi-classification with the RBM algorithm, respectively, while Table 4 and Table 5 explain
the accuracy with the MLP algorithm, respectively.

Table 2. Hyper-parameters Effect on Accuracy and Implementation Time for
Binary Classification with RBM Algorithm

No. Epoch 1 Epoch 10 Epoch 100

Hidden Batch 32 Batch 64 Batch 32 Batch 64 Batch 32 Batch 64

Neuron Acc. T/s AccC. T/s Acc. T/s Acc. T/s Acc. T/s AccC. T/s

2 62.39 0.010 62.39 0.009 56.24 0.010 56.27 0.013 56.23 0.009 56.20 0.035
4 64.20 0.011 7324 0.012 695 0.014 6146 0.015 56.23 0.015 56.29 0.013
8 77.99 0.018 76.25 0.019 7830 0.025 78.76 0.026 56.12 0.018 61.56 0.024
16 7852 0.034 77.97 0.032 78.10 0.035 78.53 0.033 61.74 0.040 63.48 0.053
32 78.53 0.063 78.53 0.050 78.54 0.056 78.61 0.053 61.35 0.058 61.73 0.072
64 78.53 0.085 7853 0.087 7845 0.096 78.14 0.105 6166 0.109 7748 0.114
128 7851 0.172 7853 0.162 7799 0.173 78.03 0.218 77.02 0.202 75.98 0.215
256 7852 0.305 7853 0.332 78.64 0.346 7855 0.383 73.97 0.410 7551 0.441
512 7854 0.603 7852 0.750 78.60 0.811 7853 0.738 7849 0.744 78.61 0.935

Table 3. Hyper-parameters Effect on Accuracy and Implementation Time for Multi-
Classification with RBM Algorithm

No. Epoch 1 Epoch 10 Epoch 100

Hidden Batch 32 Batch 64 Batch 32 Batch 64 Batch 32 Batch 64
Neuron | Acc. T/s  Acc. T/s Acc. T/s Acc. T/s Acc. T/s Acc. T/s

2 48.32 0.036 50.93 0.023 55.28 0.021 55.30 0.020 55.28 0.021 55.28 0.023
4 61.97 0.024 56.82 0.021 62.88 0.026 62.80 0.033 60.86 0.024 57.29 0.028
8 59.34 0.028 55.38 0.035 63.06 0.034 65.09 0.035 60.86 0.033 60.89 0.042
16 55.75 0.044 55.19 0.048 59.97 0.055 59.11 0.049 60.87 0.055 61.97 0.066
32 5444 0.074 53.90 0.080 60.31 0.071 54.84 0.078 61.72 0.099 64.24 0.087
64 55,51 0.119 5440 0.117 60.34 0.131 57.33 0.127 62.08 0.148 62.44 0.128
128 5494 0.218 5497 0.217 55.60 0.237 56.52 0.229 62.50 0.255 62.57 0.244
256 55.62 0.405 54.03 0.388 56.64 0.453 57.13 0.459 61.41 0.500 58.43 0.426
512 56.24 0.701 55.61 0.694 55.71 0.909 55.28 0.846 64.54 0.822 57.27 0.786
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Table 4. Hyper-parameters Effect on Accuracy and Implementation Time for
Binary Classification with MLP Algorithm

No. Epoch 1 Epoch 10 Epoch 100

Hidden Batch 32 Batch 64 Batch 32 Batch 64 Batch 32 Batch 64

Neuron | Acc. T/s  Acc. T/s  Acc. T/s  Acc. T/s  Acc. T/s  Acc. T/s

2 78.94 0.008 74.66 0.008 78.64 0.008 79.38 0.009 78.52 0.010 79.16 0.011
4 79.65 0.010 80.33 0.010 80.09 0.012 79.50 0.012 81.19 0.010 76.55 0.012
8 80.10 0.013 80.55 0.016 81.17 0.014 80.01 0.013 78.95 0.016 78.78 0.014
16 80.20 0.022 79.01 0.20 80.75 0.023 80.59 0.026 81.35 0.023 82.31 0.023
32 81.24 0.028 80.60 0.046 83.43 0.031 80.66 0.030 86.55 0.030 80.71 0.030
64 81.39 0.043 81.81 0.065 80.81 0.050 81.47 0.048 82.22 0.044 81.30 0.045
128 80.46 0.072 81.06 0.085 85.07 0.077 85.01 0.076 81.37 0.079 82.60 0.083
256 81.19 0.133 8190 0.132 87.54 0.160 82.74 0.129 88.12 0.150 84.14 0.139
512 82.13 0.273 82.83 0.241 8486 0.304 85.66 0.276 83.01 0.261 83.68 0.244

Table 5. Hyper-parameters Effect on Accuracy and Implementation Time for Multi
Classification with MLP Algorithm

No. Epoch 1 Epoch 10 Epoch 100

Hidden Batch 32 Batch 64 Batch 32 Batch 64 Batch 32 Batch 64

Neuron | Acc. T/s  Acc. T/s Acc. T/s  Acc. T/s  Acc. T/s Acc. T/s

2 56.13 0.023 53.31 0.024 51.88 0.029 50.40 0.027 51.01 0.029 55.76 0.029
4 60.08 0.026 58.03 0.028 51.31 0.032 61.16 0.031 54.15 0.031 58.41 0.030
8 67.80 0.034 66.07 0.032 63.39 0.035 58.91 0.026 58.13 0.035 54.02 0.031
16 68.41 0.036 67.32 0.041 66.59 0.042 6535 0.031 67.65 0.042 63.42 0.046
32 69.38 0.047 70.72 0.047 6855 0.058 70.01 0.049 68.60 0.051 70.40 0.058
64 69.86 0.059 69.93 0.059 70.01 0.063 71.14 0.064 73.43 0.067 65.32 0.095
128 69.57 0.087 69.98 0.086 71.00 0.113 71.31 0.094 66.15 0.110 70.03 0.131
256 7246 0.137 70.06 0.131 70.37 0.158 70.64 0.164 72.66 0.194 65.43 0.210
512 70.15 0.265 69.67 0.262 70.11 0.287 72.01 0.277 7401 0.317 7224 0.299

The tables above demonstrate the importance of the hyper-parameters and their impact on the
model’s efficiency. For example, in the case of binary classification with the RBM algorithm, we
find that the accuracy increased from 56 to 78 when changing the hyper-parameters required for
training, whereas, in the case of binary classification with the MLP algorithm, we find that the
accuracy increased from 78 to 88. On the other hand, increasing the number of hidden neurons or
increasing the number of epochs or batch size does not mean increasing the efficiency of the
system.

Incorrect selection of hyper-parameters may lead to system failure, for example, increasing the
number of epochs may lead to overfitting, which means that the classification algorithm gives
accurate predictions for the training data, but fails to give correct predictions for new data.

The best accuracy obtained in the case of binary classification with the RBM algorithm is when
the number of epochs is 10, the batch size is 64, and the number of hidden neurons is 8, as shown
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in Table 2 in bold. As for multiple classification, the best accuracy can also be obtained when the
hyper-parameters have the same values as in binary classification, as shown in Table 3 in bold.

For the MLP algorithm, the best accuracy obtained in the case of binary classification is when
the number of epochs is 100, the batch size is 32, and the number of hidden neurons is 256, as
shown in Table 4 in bold. As for multi-classification, the best accuracy can also be obtained when
the number of epochs is 100, the batch size is 32, and the number of hidden neurons is 512, as
shown in Table 5 in bold.

CONCLUSION

The research studied the importance of some hyper-parameters used in the classification
algorithm in the behavior of the intrusion detection system. Among these hyper-parameters are the
batch size, epoch numbers, and the number of hidden neurons. The hyper-parameters must be
chosen in a way that enhances the performance of the system in terms of increasing accuracy and
reducing the implementation time.

Building a model and refining it with appropriate hyper-parameter values leads to better design
of the model with high performance, where determining the right number of hidden neurons with
the least amount of error and maximum accuracy is one of the main issues in neural network
architecture. Overfitting, a condition in which neural networks overestimate the difficulty of the
target problem is brought on by an abundance of hidden neurons.

Using more hidden neurons may lead to an increase in the accuracy but also an increase in the
time required for implementation, this is a negative factor as time is very important in the process
of detecting attacks, also, in some cases, increasing the number of hidden neurons does not mean
an increase in accuracy. Choosing the right number of hidden neurons, epochs, and the size of
batches leads to an enhancement in the model performance, therefore, hyper-parameters should be
chosen that give a balance between increasing accuracy and reducing the implementation time.

In the future, there will be studies on other classification algorithms and datasets to measure the
importance of hyper-parameters on the performance of the intrusion detection system.
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