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ABSTRACT

Background:
Automatic keyphrase extraction (AKE) is essential to many NLP and information retrieval tasks.

Extracting high-quality key phrases is difficult due to technological advancements and the exponential
growth of textual data and digital sources. Unsupervised keyphrase extraction with cheap computing cost
that relies on heuristic notions of phrase importance such as embedding similarities but their development
necessitates in-depth subject expertise.

Materials and Methods:

This paper presents a method to obtain a semantic understanding of the query and index documents by
using the embedding technique(universal Sentence encoder (USE) ) while keeping the most informative
using Maximal Marginal Relevance (MMR) and then scoring(an inverted index) the most documents
relevant to the query vector to improve the performance of IR systems.

Results:

The proposed retrieval model implement on the (Fire2011) dataset. The final stage was evaluating the
results of the baseline and the results (indexing and ranking) by using mean average precision (MAP).
The result of the baseline was 0.61, while the result inverted index was 0.6277519 .

Conclusions:

In this paper, we have discussed document retrieval using keep key phrases that have informativeness
properties by using maximal marginal relevance, since if we extract a fixed number of top keyphrases,
redundancy hinders the diversification of the extracted keyphrases.

Keywords: Text Embedding, Universal Sentence Encoder, Deep average network, Maximal Marginal
Relevance , Information Retrieval, Inverted Index.
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INTRODUCTION

In recent years, it has been observed that data expansion has increased significantly, creating new
obstacles for academics as they try to come up with creative ways to extract important
information faster. Several strategies are used to obtain crucial data from the repository [1]. To
handle the high data speed, a variety of methods are being investigated, from storage to
information retrieval [2]. Finding the needed information without the IRS was nearly impossible
because of the size of the search field. Today's computer users cannot envisage obtaining the
information required daily without the aid of some sort of information retrieval tool. The most
popular tool for information retrieval is a web search engine, which is used to identify
information sources that are relevant to the user [3]. The collection's helpful materials are
indexed by a search engine, which then looks through those indexes for relevant information [4].

Automated keyphrase extraction (AKE), which automatically selects a small collection of
single or multiple words from inside the text that best summarizes a document, is essential for
locating the main subjects of a text document. A keyphrase is a succinct linguistic expression
that summaries the information in a long document [1]. Due to their condensed nature, these
sentences can serve as a document's metadata or indicative summary, both of which can help
readers identify pertinent material. The inclusion of keywords can improve the effectiveness of
information searches and help readers decide whether a piece is worthwhile to read [2].Finding a
single word or phrase that best encapsulates the main concepts in the text is the main objective of
keyphrase extraction [3]. The main specific topic in this research is the Unsupervised Key
Phrase Extraction which automatically identifying important phrases or terms from a given text
corpus without relying on pre-labeled training data [4]. The benefits of unsupervised keyphrase
extract methods are applicable to texts written in any language. They do not rely on language-
specific rules or dictionaries, making them versatile for multilingual text analysis, can handle
large volumes of text data efficiently, and allow for the identification of domain-specific
terminology and key phrases that may not be present in standard dictionaries, Unlike supervised
methods that require manually annotated training data, unsupervised approaches eliminate the
need for expensive and time-consuming labeling efforts [5]. This makes it easier and more cost-
effective to apply keyphrase extraction to new domains or when labeled training data is limited,
also extracted key phrases can provide condensed representations of documents, aiding in
summarizing text [6] or improving search engine results by matching user queries with relevant
key phrases, and also key phrases act as important features for grouping similar documents
together [7]. Finally, unsupervised key phrase extraction methods offer a flexible and efficient
way to automatically extract important phrases or terms from text data, enabling various
downstream applications in information retrieval, text mining, and document analysis.

Finding documents that are relevant to the query and embedding keyphrases is a typical
task, and various kinds of studies have been conducted to improve information retrieval
efficiency. This idea is covered in several studies. For instance, Embed Rank, an innovative
unsupervised technique that makes use of sentence embeddings, may be used to extract
keyphrases from single documents . the extracted keyphrases were based on the use of sentence
embedding by model Sen2Vec. [8], a method for incorporating semantic relevance feedback into
the information retrieval process, the type of semantic linkages between the meanings of two
words serves as a measure of semantic similarity, which is based on word meaning. By using the
WordNet-based similarity method, it is possible to determine how semantically similar two
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words or sentences are.[9], a word embedding-based keyphrase extraction technique for texts. In
particular, in the first build a heterogeneous text graph embedding model to combine local
context information of the word graph (i.e., the local word collocation patterns) with certain key
attributes of candidate words and edges of the word graph. Next, using these learned word
embeddings, a unique random-walk-based ranking algorithm is developed to rate candidate
words. In order to score phrases for the purpose of choosing the top-scoring phrases as key
phrases, a novel and generic phrase scoring model based on word embeddings is provided.[10],
two directions in this essay. The first is to suggest a brand-new technique (dubbed the MB
technique) to gather unlabeled data and sort it into the proper groupings. The second is the
construction of a lexical chain sentence (LCS), which differs from the conventional lexical word
chain (LCW), based on words, and is based on similar semantic phrases.[11] , MDERank
(Masked Document Embedding Rank) is an unsupervised keyphrase extraction approach that
utilizes masked document embedding ranking. The document is mapped to its corresponding
embeddings using pre-trained embedding models such as BERT or RoBERTa(embedding
generation). MDERank may not be able to capture the nuances of the language and may not
identify the most relevant keyphrases.[12], The data in a text archive is organized into clusters of
similar content using an improved Fuzzy-CMeans clustering algorithm, which restricts the search
to the closest clusters. Additionally, we use a neural network to encode the words into numerical
vectors, which produces words with simulative meaning having similar vector values, providing
a semantic-based clustering that depends on the context of the document rather than just the
frequency of the word. [13], a new retrieval system by creating a new structure that uses the
word embedding produced by the embedding layer in the skip-gram neural network during the
feature extraction process in accordance with relationships. Building an indexing system based
on the semantic connections between documents enables the development of a flexible retrieval
system that adheres to human standards.[14], the KP-USE is an unsupervised approach for key-
phrase extraction from documents. A pre-trained Universal Sentence Encoder (USE) model
utilized to generate embeddings sentences vectors while the text is devised into five sections and
weight each one according to how semantically close to the document. [15]

MATERIALS AND METHODS

e Text Embedding
An embedding, also known as a word embedding or a phrase(sentence)embedding, is a
technique used in natural language processing to represent words or phrases as a dense vector
of numerical values. The purpose of embedding is to create a suitable format for machine
learning algorithms to process the semantic and syntactic information about words and
phrases [16,14].

In NLP, embedding is a potent method that has transformed the discipline by allowing
machine learning algorithms to handle natural language data with efficiency. Embedding
allows algorithms to process text in a way that captures semantic and syntactic information,
allowing them to carry out a variety of NLP tasks with high accuracy [13]. Words and
phrases are represented as dense vectors [17].
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Universal Sentence Encoder

Sentence embedding is the process of representing a sentence. as a dense vector of fixed
length, usually by means of a neural network [18]. Once the sentence is encoded as a fixed-
length vector, it can be used to compute similarity scores between sentences or to perform
other NLP tasks. For example, cosine similarity can be used to measure the similarity
between two sentence vectors, and a classification model can be trained on top of the
sentence embeddings to predict the label of a given text [15].

In order to produce high-quality embeddings for sentences in natural language, Google
created the Universal Sentence Encoder (USE), a neural network-based model. It was
released in 2018 [18] and is currently being utilized extensively in several natural language
processing (NLP) applications.

The Deep Averaging Network (DAN) architecture-based model and the Transformer
Architecture-based model are both components of the Universal Sentence Encoder (USE).
The DAN-based USE model is a more straightforward architecture that generates fixed-
length sentence embeddings by averaging the input embeddings of the sentence's component
words and bi-grams before feeding the data through a feed-forward deep neural network
(DNN). In comparison to the transformer-based approach, this model trains more quickly and
uses less computing power overall. Contrarily, the transformer-based USE model is a more
intricate architecture that embeds the input text into a fixed-length embedding (512
dimensions) via a self-attention mechanism [18]. Compared to the DAN-based model, this
model produces higher-quality sentence embeddings, but it takes longer to train and uses
more resources.

Deep Averaging Network (DAN) As the architecture was employed in this work, the Deep
Averaging network (DAN) encoder will be covered in detail. The architecture proposed by
Lyyer and colleagues [19,11] is used to construct a deep Averaging network (DAN) encoder.
According to Lyyer and et al. authors description, the deep averaging network (DAN)
contains three fundamental phases:

A- Calculate the average vector of the embeddings related to the input tokens sequence in
the first phase.

B- Second phase: Apply one or more feed-forward layers to the average vector.

C- Phase three is the application of (linear) classification to the representation of the final
layer.

Each layer of the deep feed-forward neural network is often created with the idea that it will
learn a more abstract representation of the input than the layer before it [20]. DAN was applied
to the neural bag-of-words (NBOW) model.

DAN starts by working on word embeddings, and any present bi-grams in a sentence are
averaged. After that, they are fed into an n-layer feed-forward deep neural network to produce
512-dimensional sentence embeddings.
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Maximal Marginal Relevance method(MMR)

Maximal Marginal Relevance (MMR) is a strategy used in information retrieval to rank and
pick pertinent documents based on their closeness to a query while simultaneously
maintaining diversity in the retrieved results. In 1998 [21], Carbonell and Goldstein
published the first description of it.

Information Retrieval

Information retrieval (IR) is the process of obtaining information from a collection of
documents or data sources, typically in response to a user's information need. It involves
searching for and retrieving relevant information based on a query or set of keywords
provided by the user.

Information retrieval aims to provide the user with a set of documents or resources relevant
to their query or information need. This is often accomplished using search engines, which
use algorithms and techniques to rank and present the most relevant results to the user [22].

One advantage of employing semantic steps in IR is that it overcomes the constraints of
approaches based on basic lexicographic word matching, i.e., simple IR models consider a
document to be relevant according to a query only if the terms provided in the query appear
in the document. By doing a syntactic search, semantic measurements allow the meaning of
words to be considered. As a result, they are employed to improve old models [23]. The
quality of the rules for phrase association influences the results. Therefore, This study
presented a document ranking based on unsupervised automated keyphrase extraction(AKE)
that can identify multi-word keyphrases and can handle polysemous words (words with
multiple meanings) by using the context of the sentence in which the word appears.

Inverted Index

In Information Retrieval (IR), an inverted index is a data structure that is commonly used to
facilitate efficient full-text search and retrieval of documents based on terms or keywords. It
is a key component of many search engines [24].In a traditional database, data is typically
organized based on the documents or records, and each document contains its own
information. However, in an inverted index, the focus is on the terms or keywords within the
documents [25].

Dictionary
In the context of information retrieval, a dictionary refers to a data structure that stores
and provides access to the terms or words present in a collection of documents. It is vital in
many information retrieval systems, including search engines. The dictionary facilitates
efficient searching, indexing, and retrieval of documents based on user queries [26].

A dictionary is used in information retrieval (Inverted Index) Along with the term ID, the
dictionary may also store additional information, such as document frequencies (the number
of documents a term appears in) or term frequencies (the frequency of a term within a
specific document). This information is used to build an inverted index, which maps each
term to the documents that contain it. The inverted index facilitates a quick lookup of
documents based on terms present in a query [25].
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Posting list
In information retrieval, a posting list is a data structure used to store the occurrence
information of terms in a document collection or corpus. It is a fundamental component of
inverted indexes, which are commonly used in search engines and other information retrieval
systems.

Posting lists are used to efficiently retrieve documents containing specific terms during the
search process. They allow for quick lookup of documents that contain a given term,
enabling fast retrieval of relevant documents for a given query [27].

In practice, posting lists are often compressed or optimized to reduce the memory
footprint and improve search performance. Techniques like delta encoding, variable-byte
encoding, or even more advanced compression algorithms are applied to reduce the storage
requirements of posting lists in large-scale information retrieval systems.

Metholodgy
The proposed system architecture includes two main phases (Offline phase and Online phase).

A. Offline phase

In the training (offline) stage, many procedures are implemented beginning with
preprocessing (Lowercasing, Tokenization, Stop Words removal, and Stemming), also
extracting candidate keyphrases (noun phrases) in the full document. Following the
embedding technique (DAN)is carried out for excluding the redundant keyphrases using
the MMR method. Then, for indexing and ranking, through constructing an inverted index
to compute and rank the most similar ones with query embedding vector and finally score
the most documents relevant to the query vector.

B. Online phase

while a query is supplied by the user, many processes are conducted (cosine similarity,
Keyphrase scoring, and Document scoring) to return the most relevant documents as shown
in Figure(1).
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Figure (1):Proposed System.

Description of Dataset

The data used in this system is obtained from the FIRE dataset of Forum for Information
Retrieval Evaluation that is accessible on the website (http://fire.irsi.res.in/fire/static/data)
and applying for access to the FIRE Information Retrieval Text Research Collection.

The suggested approach was implemented on the FIRE 2011 dataset in English. It is a
category created specifically for experiments with information retrieval (IR). This collection
consists of several newspaper stories on many subjects, including local news, sports,
commercial, political, and medical news [28].The documents and queries in the Fire 2011
dataset are represented using XML markup language. The XML tags are used to provide a
standardized format for representing and processing the text data and associated metadata.
Both documents and queries are represented using specific metadata. Finally, also the dataset
contains Relevance judgments: A set of relevance judgments that indicate the relevance of
each document to a set of predefined queries. The relevance judgments are typically
represented as a binary relevance score (relevant or not relevant) or a graded relevance score
(e.g., highly relevant, somewhat relevant, not relevant).
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RESULTS AND DISCUSSION

The information and documents provided after using the keyphrase as a query were compared

using the cosine approach, which computes the similarity of each baseline.

The cosine similarity score between the query and the documents determines the ranking
documents that are retrieved; the highest scoring documents are retrieved first. Our proposed
system selects several values for N, which stands for the number of documents retrieved,
including 5, 10, and 20 documents retrieved for each query. After that, we used MAP to assess
the outcomes and determine how many top-ranked papers should be retrieved. The average
precision results for the basis and results after changing the query are displayed in Table 1 along
with the top five retrieved documents, top ten retrieved documents, and top twenty retrieved

documents for each of them following the execution of Queries 133—-135 from topics.

Table 1. Comparison Between Average Precision of Baseline and Average Precision of
Result Query by inverted index Using Top (5,10,20) Documents.

Query Metric BASELINE Query by inverted index
133 AP@5 0.25 0.269
AP@10 0.6 0.63
AP@20 0.23 0.543
134 AP@5 0.5 0.47
AP@10 0.23 0.537
AP@20 0.18 0.323
135 AP@5 0.5 0.457
AP@10 1 1
AP@20 047 0.5

133 ‘ 134

135

M Baseline

m Query by inverted index

Figure(2): The Average Precisions on Deferent Top n Documents.

In TABLE 2 we illustrated the results after performing the MAP metric to enter queries
(133,134,135). MAP illustrates the difference between the results of query expansion and query
as a key phrase. The best MAP value was used to determine the best N (top documents were

chosen as relevant documents) for the retrieval.
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Table 2. Result of Map Metric For Baseline And Query Modification.

Top Ranking BASELINE Query by inverted index
Top5 retrieved 0.416 0.3

Topl0 retrieved 0.61 0.6283

Top20 retrieved 0.2933 0.545

From the above table, we noted that:

1- At the value of N=5, we obtained very little improvements in the results when we
performed path similarity from baseline [9].

2-At the values N=10, and N=20, we get better results after using the query as a keyphrase

than the result obtained by using an expansion query [9].

We noted that the best result of the system was obtained when N=10 and the retrieval

document by using key phrases as shown in Figure(3).

0.8

0.6

0.4 -

0.2 -

0 4

Top5 retrieved Topl0 retrieved Top20 retrieved

W BASELINE

® Query by inverted index
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