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ABSTRACT

Background:
Cybersecurity is a prominent concern in today's interconnected world, encompassing both local and

remote wireless and wired access across diverse communication technology platforms. It is important to
recognize the threat posed by hackers who are currently compromising organizational functionalities,
bypassing security measures, and stealing hypersensitive information. Common hacking techniques such
as Portscan, Distributed Denial of Service (DDoS) attacks, and the use of Botnets, are frequently utilized
by hackers.

Materials and Methods:

The authors explore the advantages of using Machine Learning (ML) to classify attacks such as Port
Scanning, DDoS, Botnet, and Botnet-Attempt in a mixture of both benign and attack traffic. They use
various Artificial Neural Networks (ANN) structures, each having distinct properties, to train and test on
a benchmark dataset (CICIDS2017). The aim is to identify the most effective ANN model and the optimal
number of input features required to classify data that contains events of Portscan, DDoS, Botnet, and
Botnet-Attempt attacks.

Results:

Various features are used as inputs for an ML model with single and multiple hidden layers, each with
different neurons, to evaluate their impact on classification accuracy using a Python language. The best
accuracy obtained is 99.71%, achieved by using all features of the dataset and 4 hidden layers, while the
accuracy obtained using only 7 features is 97.6%.

Conclusion:
ANN models can perform well in classifying network traffic against adversarial attacks by using an
optimal combination of features as input and hidden layers.

Keywords: Network Traffic; Cybersecurity; Machine Learning; Deep Learning; Intrusion Detection.
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INTRODUCTION

Internet technology has rapidly spread and entered a phase of accelerated expansion. Personal
life has become easier due to the use of the internet, but this has also introduced hazards such as
cyber-attacks [1-3]. Many networks have specific security vulnerabilities. Malicious actors can
exploit these vulnerabilities using malware to launch attacks. Additionally, these attacks can
manipulate network information and cause significant harm. Such attacks affect not only
productivity but also have far-reaching impacts on future business, finance, and the overall
perception of the brand [4, 5].

Artificial Intelligence, ML, and Deep Learning (DL) are longstanding concepts that have been
implemented or considered for implementation numerous times over the past few decades. The
aim is to enable machines to perform tasks that humans can do without explicit instructions. ML
employs various algorithms to tackle data-related challenges, and it's important to acknowledge
that no single algorithm is universally the best for all problems. The selection of an algorithm
depends on factors such as the specific problem, the number of variables involved, and the most
suitable model for the task [6, 7].

Data plays a crucial role in ML, originating from a wide array of sources including social
networks, logs, blogs, and various sensors connected in a network such as temperature, current,
and humidity sensors. The network is vulnerable to several different types of attacks, the most
common ones include denial-of-service attacks, botnet attacks, and forged information injection.
ML systems predicted these kinds of attacks with an extremely high degree of accuracy [8].

Supervised learning is used according to the data it deals with. There are various ML techniques
available, each suited to the type of data that needs processing in ML. Supervised learning
includes classification algorithms that use a dataset with predefined classes for each data point,
enabling the computer to learn how to classify future data [6, 9].

ANN significantly alleviate the burden on humanity and society in solving complex problems
with high efficiency. These networks mimic brain functions, utilizing acquired training samples
for a wide range of applications, including classification, regression, prediction, smart grid
management, natural language processing, image processing, medical diagnosis, and more [10,
11]. ANNs are a powerful tool in ML and have significantly contributed to the advancement of
Al technologies. They continue to evolve and find new applications across diverse fields [12,
13].

[14] provided a comprehensive comparison of various ML algorithms on the CICIDS2017
dataset. The authors train and test different ML algorithms on the dataset to identify the best
performing algorithms for classifying vectors of Portscan and DDoS attacks. The classification
results show that all variants of discriminant analysis and Support Vector Machine (SVM)
provide good testing accuracy, with more than 90% accuracy. The paper mentions that tree-
based models, K-Nearest Neighbors KNN, and most ensemble classifier-based algorithms
exhibit inefficient performance in the range of 49-69. The subspace discriminant variant of
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ensemble classifier also showed competitive testing accuracy of 85.5%. 21 features were selected
as the most significant features for classification based on the configured value of the correlation
coefficient.

In the Ref. [15], ML technique is utilized, specifically the SVM algorithm, to detect cyber-
attacks in networks. Other algorithms such as Random Forest, Convolutional Neural Network
(CNN), and ANN are also mentioned in the paper. The classification accuracy of the models is
evaluated to assess their performance and CICIDS2017 dataset is used. The paper shows that
These algorithms can achieve accuracies of 93.29 for SVM, 63.52 for CNN, 99.93 for Random
Forest, and 99.11 for ANN.

An approach to network traffic classification has been presented which achieves an impressive
accuracy rate of 98%. This approach combines CNNs and recurrent neural networks (RNNs) and
is capable of managing extensive and intricate datasets, making it suitable for real-world network
traffic classification tasks. The method begins by using CNNs to extract features from the raw
network traffic data, after which RNNs are employed to classify the extracted features [16].

The authors emphasize the need for reliable datasets in intrusion detection and prevention
systems [17]. They demonstrate that datasets DARPA98, KDD99, 1SC2012, and ADFAL3, are
outdated, unreliable, and lack necessary features. They aim to create a dependable dataset
containing benign and seven common attack network flows that meet real-world criteria. The
dataset comprises more than 80 network flow features, categorized based on the day captured,
with both normal and attack traffic. The paper evaluates the performance of ML algorithms on
the dataset to identify the most effective features for detecting specific attack categories. The
name of dataset is CIC-IDS2017 [17].

This paper investigated the potential features in the CICIDS2017 dataset that can be useful for
detecting port scanning DDoS, Botnet and other attacks by using ANN with different numbers of
hidden layers and neurons within it. The rest of the paper is organized as follows. In materials
and methods section, methodology, algorithms, models, and equations are discussed, then the
results of the models’ accuracy and selected features are discussed in results and discussion
section. Conclusions of the authors are presented in the end of paper.
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MATERIALS AND METHODS

The author's methodology is clarified in the following steps:

1) CICIDS2017 dataset on Friday data is used. The data contains 81 features or attributes
which consist the instance or record that will be used as input to the ANN model, the total
records are 547557 each includes one of five cases which are port scan, DDoS, Botnet
and Botnet — Attempted attacks and Benign traffic. These classes are labeled from O to 4
and they are as follows
- 288544 records are labeled Normal (Benign).

- 736 records are labeled Botnet.

- 4067 records are labeled Botnet — Attempted
- 95144 records are labeled DDoS.

- 159066 records belong to Portscan attacks

Figure (1) shows the histogram of Friday data of dataset.

Distribution of Record Types

300000 A

250000 A

200000 A

150000 A

Number of Records

100000 A

50000 -

Record Type

Figure 1. Dataset’s classes histogram

2) The shuffling process is applied to input data to enhance the robustness, generalization,
and efficiency of the training process, resulting in better model performance on unseen
data.

3) Input and output data is converted to tensor datatype to increase efficiency,
parallelization, and simplicity in implementing DL models. Tensors provide a powerful
and flexible foundation for expressing and manipulating data flows in neural networks.
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4)

5)

6)

7)

The normalization of input data is a crucial preprocessing step. It contributes significantly
to the stability, efficiency, and generalization of the model during training and
deployment. The following formula describe the normalization method that is used which
iIs MinMaxScalar [18].

original value—min

Scaled value = (D

(max —min)
Where:
Scaled value: Transformed value after applying the scaling.
Original value: Value from the original data before scaling.
Minimum (min): The minimum value in the training data for a specific feature.
Maximum (max): The maximum value in the training data for a specific feature.
and the new range of scaled values is between 0 and 1.

Split process on input and output data to make training phase and testing phase for
machine learning technique.

Preprocessing categorical variables using one hot encoding which is essential for neural
networks to learn and make predictions on non-numeric data. The output label will be
represented as binary vector. Table (1) shows a one hot encoding example for 5 output
data categories.

Table 1. One hot encoding vector

Category label One hot encoding vector
Benign 0 [1,0,0,0,0]
Botnet 1 [0,1,0,0,0]
Botnet — Attempted 2 [0,0,1,0,0]
DDoS 3 [0,0,0,1,0]
Portscan 4 [0,0,0,0,1]

Build the model with specific number of layers, neurons and training/testing data
percentage and calculate the time of training and classification accuracy of the model.

These steps are shown as flowchart in Figure (2).
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RESULTS AND DISCUSSION

Different amounts of input features, hidden layers, and neurons within layers are employed in

ANN models. First, all features were chosen to be entered into the model. In second phase 7

Start

+

Data Set

Input Features Separate

| {
Shuffle Process

L

Tensor Process
(for input and output
Data)

Normalization Process |
(for input Data)

Split Process
(for input and output
Data)

2

Building Model
(for input and output Data)

13

Training Process

Testing Process

Evaluate Model
Performance

Prediction Process
(New Data)

End

Output Classes

]

One Hot Encoder Process
(for output Data)

1.

=

Figure 2. Flowchart of Proposed Model

features were selected and the results are listed in this section, finally only 5 features were

selected as input. Models are built using Python language.

In this experiment, 81 features are taken as input features to ANN from the CICIDS2017 dataset,
specifically Friday data and tried to see the effect on accuracy and time when neurons and layers
are changed. 80% taken for the training phase and 20% taken for the testing phase with batch

size 32.

One hidden layer was used with varying numbers of neurons, and the results were recorded in
Table (2). The first column represents the number of neurons in the first layer which is changed
from 1 to 64 and the second column represents the accuracy of the training model. The accuracy
increased proportionally with the number of neurons, as shown in Figure (3). The time taken was
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approximately 10 seconds, with a minor variation in the millisecond range. The best accuracy of
99.2% was achieved with 64 neurons.

Table 2. Results with one hidden layer in ANN

ISSN: 2312-8135 | Print ISSN: 1992-0652

Neuron Layer 1 Accuracy %

1 96.5
2 97

4 97.3
8 98.3
16 98.6
32 98.7
64 99.2

Nurons vs. Accuracy
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Figure 3. Accuracy obtained using One hidden layer
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“[’:-. Two and three layers are tested too. Our results have shown that, for two layers, the optimal
: configuration is 16 neurons in layer 1 and 32 neurons in layer 2, while for three layers, the
b, optimal configuration is 16 neurons in layer 1, 32 neurons in layer 2, and 64 neurons in layer 3.
[ These configurations produced accuracy levels of around 99%.
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Furthermore, authors observed a gradual increase in accuracy as the number of neurons in each
layer was increased. The tests were conducted multiple times, and the results were consistent.
The time required for both tests was approximately 11 seconds with a tiny variation in

Table 3. Results with two hidden layers in ANN

Neuron Layer 1 Neuron Layer 2 Accuracy %

1 2 93.67
2 4 97

4 8 98.04
8 16 98.59
16 32 99.07
32 64 99.37
64 128 99.56

millisecond range. These results shown in Tables (3), (4) and Figures (4), (5).

Table 4. Results used three hidden layers in ANN

Neuron Layer 1 Neuron Layer 2 Neuron Layer 3 Accuracy %
1 2 4 94.8
2 4 8 96.87
4 8 16 98.4
8 16 32 98.85
16 32 64 99.29
32 64 128 99.53
64 128 256 99.68
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Nurons vs. Accuracy

99 1

98 A
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95 A

0 10 20 30 40 50 60
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Figure 4. Accuracy obtained using two hidden layers

Table (5) shows the results of using four layers with different numbers of neurons. The model
took around 12 seconds to train, but for last record in which the combination of neurons is (64,
128, 256, 512) it took 19 seconds. The accuracy increased gradually, reaching 99% with 8
neurons in layer 1, 16 in layer 2, 32 in layer 3, and 64 in layer 4. The accuracy shown in Figure

(6).

Nurons vs. Accuracy

99 4

98 4

Accuracy

96

95 1

T T T T T T T
0 10 20 30 40 50 60
Nurons

Figure 5. Accuracy obtained using three hidden layers
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Table 5. Results with four hidden layers in ANN

In this section, seven features and five features are used with 1 layer and 4 layers to investigate
the difference between them. The selected seven features are Source port, Destination port,
Backward Packet Length Max, Backward Packet Length Mean, Protocol, Packet Length Mean,
and Packet Length Std. The accuracy increases proportionally with respect to the number of
neurons. The time was approximately 10 seconds with a tiny variation in millisecond domain. 64
neurons produce a better accuracy equal to 96.3%. Table (6) and figure (7) shows the accuracy

Neuron Layer 1 | Neuron Layer 2 | Neuron Layer 3 | Neuron Layer 4 Acc;:acy
1 2 4 8 96.55
2 8 16 32 98.53
8 16 32 64 99.33

32 64 128 256 99.64
Nurons vs. Accuracy
99.5 1
99.0 1
. 98.5 1
§ 98.0
97.5 A
97.0 1
96.5
0 10 20 30 e 50 60
Nurons

Figure 6. Accuracy obtained using four hidden layers

using one hidden layer while in table (7) and figure (8) the hidden layers are four.
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Table 6. Results with one hidden layer and 7 features

Neuron Layer 1 Accuracy %
1 83.51
2 89.79
4 92.01
8 94.43
16 94.79
32 95
64 96.3
Nurons vs. Accuracy
96 -
94 -
92 A
§ 90
g
88 A
86
84
0 10 20 30 a0 50 50
Nurons

Figure 7. Accuracy obtained using one hidden layer and 7 features

The experiments involved using four layers in the hidden layer, each with different numbers of
neurons. The results are presented in Table (7). The corresponding accuracy values for different
numbers of neurons are presented in Figures (8) the time taken to train the models with 64, 128,
256, and 512 neurons combination is 19 seconds. Based on the results, using 8 neurons in the
first layer, 16 neurons in the second layer, 32 neurons in the third layer, and 64 neurons in the
fourth layer produced higher accuracy, around 97%.
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Table 7. Results with four hidden layers and 7 features

Neuron Layer 1 | Neuron Layer 2 | Neuron Layer 3 | Neuron Layer 4 Acc;;acy
1 2 4 8 76.85
5 4 8 16 93.65
4 8 16 32 96.57
) 16 32 64 97.06
16 32 64 128 97.4

32 64 128 256 97.52
64 128 256 512 97.6
Nurons vs. Accuracy
95 A
90
< 85
80 4
6 1'0 26 36 afo 5'0 6'0

Nurons

Figure 8. Accuracy obtained using four hidden layers and 7 features

Table 8. Results with one hidden layer and 5 features

Neuron Layer 1 Accuracy %
1 57.03
2 88.5
4 90.94
8 93.57
16 94.9
32 95.18
64 95.55
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five input features are used: Destination port, Backward Packet Length Max, Backward Packet
Length Mean, Packet Length Mean, and Packet Length Std. Two model structures were tested:
one with a single layer and another with four layers. The One-layer model took around 10
seconds to train with a tiny variation in the millisecond range. At 32 neurons, the model achieved
an accuracy of approximately 95%, as depicted in Table (8) and Figure (9). The four- layer
model took a maximum of 19 seconds to train, with an accuracy of about 96%, as shown in

Figure (10) and Table (9).

Nurons vs. Accuracy

95 4
90_ /
851

80+

7351

Accuracy

70 A

65

60

T T
0 10

T T
20 30
Nurons

T T T
40 50 60

Figure 9. Accuracy obtained using one hidden layer and 5 features

Table 9. Results with four hidden layers and 5 features

Neuron Layer 1 | Neuron Layer 2 | Neuron Layer 3 | Neuron Layer 4 | Time/Sec ACC;;aCy

1 5 4 8 12 52.71
> 4 8 16 12 95

4 3 16 32 12 95.72
3 16 32 64 12 96.25
16 30 64 128 12 96.62
3 64 128 256 13 96.75
” 128 256 512 18 96.8
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Figure 10. Accuracy obtained using four hidden layers and 5 features

CONCLUSION

Through conducting experiments, it was demonstrated that ANN performs well in identifying
adversarial attacks such as Portscan, DDoS, Botnet, and Botnet-Attempted attacks. The
following combinations of neurons and layers have been found to provide satisfactory results:
(64), (16, 32), (16, 32, 64), and (8, 16, 32, 64), all of which deliver approximately 99% accuracy.
7 features show a good tradeoff between the size of inputs to the model and the accuracy results.
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