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ABSTRACT  

     With the rapid advancement of Internet technology in recent years, online financial transactions have 

become increasingly popular for purchasing a wide range of goods and services over the Internet, owing 

to their numerous advantages. The widespread adoption of credit cards has thus heightened the potential 

for abuse. Present a significant menace to users as a result of pervasive fraudulent operations. Credit card 

fraud has become an essential concern in today's digital era, posing substantial financial losses and 

security risks for financial institutions and consumers. In response to this growing challenge, researchers 

and industry experts have continuously developed and refined fraud detection techniques to safeguard 

against fraudulent activities. This survey paper aims to provide a comprehensive overview of the latest 

advances in fraud detection techniques for credit card transactions. Explore various methodologies, data 

sources, and machine learning algorithms used in fraud detection systems. Additionally, they discuss the 

challenges these systems face. 

Keywords: Fraud Detection; Anomaly Detection; Credit Cards; deep learning; long short-term memory. 
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INTRODUCTION 

    Anomaly detection is a crucial component of data mining, wherein the primary aim is to 

discern atypical or aberrant data within a provided dataset. The field of anomaly detection is 

intriguing due to its ability to identify and uncover noteworthy and infrequent patterns within 

datasets autonomously [1]. The detection of anomalies is extensively employed in a diverse 

range of applications. Illustrative instances comprise the identification of fraudulent activities 

and the surveillance of medical conditions. One instance of a medical application is using heart 

rate monitors [2]. A further illustration can be found in the identification of irregularities within 

the transactional data of a credit card, which could potentially signify instances of theft [3]. 

The proliferation of websites and mobile applications has led to the widespread adoption 

of online financial transactions to acquire various goods and services via the Internet. This trend 

can be attributed to several advantages, including the convenience of use, the immediate 

purchasing process, and the ability to purchase at any time and from any location. The issue 

pertains to the proliferation of fraudulent online transactions resulting from the convenience of 

conducting financial activities on the Internet. Unauthorized individuals can pilfer financial 

credentials, leading to substantial monetary losses for users. This pervasive problem necessitates 

a concerted effort to address it by implementing cutting-edge programming methodologies [4]. 

 The researchers implemented additional security measures to safeguard users' financial 

credentials on internet websites and applications. These security layers aim to ensure a secure 

and protected online purchasing experience for users. They impede attackers from illicitly 

obtaining users' financial credentials, including sensitive financial information such as credit 

card numbers, dates of expiration, and card security codes. Attackers may exploit these 

credentials to engage in unauthorized purchases or withdraw funds from banking accounts 

unlawfully [5].  

      Furthermore, a necessity has emerged to employ detection systems designed to identify 

potentially illicit activities while completing financial transactions via the Internet. Credit card 

companies have recently employed specialized investigators to examine fraudulent financial 

transactions. However, this process is perceived as time-consuming and necessitates analyzing 

each fraudulent transaction. Consequently, only a limited number of fraudulent transactions are 

scrutinized daily, leaving the majority unchecked. Conversely, credit card users promptly report 

instances of fraud to the credit card company upon detecting and acknowledging such illicit 

transactions [6]. 

     In 2016, the aggregate value of fraudulent transactions inside the Single Euro Payments Area 

(SEPA) reached EUR 1.8 billion. Based on the findings of the Nilsson Report, an authoritative 

source that analyzes worldwide payment systems, the cumulative financial impact of fraudulent 

activities in 2018 was recorded at a substantial sum of USD 27.85 billion. Projections indicate 

that this figure is anticipated to escalate to USD 35.67 billion by  2023 [7], as shown in Figure 1. 
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Figure 1: Value of fraudulent transactions inside the Single Euro Payments Area (SEPA) 

      In order to tackle this matter, financial institutions and digital payment providers employ 

anti-fraud mechanisms to identify fraudulent transactions. Due to their robust prediction 

capabilities, machine learning (ML) and deep learning (DL) have garnered significant interest as 

effective methods for fraud detection systems. In ML/DL-based approaches, the input 

characteristics of models often consist of card transaction data, including information such as the 

identity of cardholders and the amount of money involved. The outputs of these models are 

confidence scores, which establish a probability space used to determine whether a transaction is 

genuine or fraudulent [8].  

 RELATED WORKS 
 

    The present study light on the growing worry around the occurrence of credit card fraud due to 

routine financial activities. The advent of machine learning methodologies has facilitated the 

fraud detection processes, enabling fast identification of online fraudulent activities. The primary 

aim of this study is to determine the most efficient algorithm for the identification and detection 

of fraudulent activities related to credit card transactions. 

 

     The present study conducted a comparative analysis of two machine learning algorithms, 

namely Isolation Forest and Local Outlier Factor. This paper analyzes the Kaggle data set for 

European credit card transactions. Accuracy of 97% by Local Outlier Factor and 76% by 

Isolation Forest [9]. 

     This paper studies deep learning methods (CNN, LSTM) for credit card fraud detection and 

compares their performance with machine learning algorithms (SVM, LR, DT) on three different 

datasets, European Card Data (ECD) contains 284,807 samples and 31 features, Small Card Data 

(SCD) containing 3075 samples and 12 features and Tall Card Data (TCD) containing 10 million 

samples (rows) and 9 features (columns). Experimental results show great performance against 

traditional models, suggesting their effectiveness in real-world systems. Sampling methods 

address the class imbalance problem, F1-Score 84.85% to LSTM [10]. 
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     This project proposes a model to detect credit card fraud using machine learning. Using a 

random forest algorithm and decision trees. The results show on dataset credit card transactions, 

with the best accuracy for RF being 98.6% [11]. 

      This paper presents a model for predicting legitimate transactions or fraud on European 

dataset credit cards. The proposed model is OSCNN (Oversampling with Convolution Neural 

Network), which is based on oversampling preprocessing using SMOTE and CNN (convolution 

neural network). The proposed model achieved better results with 98.9% accuracy [12]. 

     In this paper, a Deep Convolutional Neural Network (DCNN) is proposed for real-time credit 

card fraud detection, learning complex patterns dynamically on a 5 million transaction dataset 

with 6223 fraud records. Tested against other machine learning techniques, it achieved a 99% 

accuracy [13]. 

    The objective of this study is to assess the effectiveness of three unsupervised machine 

learning methods: Local Outlier Factor, Isolation Forest Algorithm, and K-means clustering. The 

initial stage involves partitioning the dataset into three distinct proportions:1. 60 % train, 40 % 

test (accuracy of IF was 99.7787 %LOF 99.6752 % K -Means 53.9978 %) .2. 70 %train, 30 

%test (accuracy of IF was 99.7799 %, LOF 99.6804 %, K- Means 53.8756 %). 3. 80 %train, 20 

%test (accuracy of IF was 99.7928 %, LOF 99.6804 %, K-Means 53.9043 %). The results 

indicate that the Isolation Forest method exhibits superior performance compared to the other 

two algorithms on the European dataset credit card [14]. 

    The primary objective of this paper is the reduction of both undetected fraudulent activities 

and false positive alarms. This is achieved by integrating the output scores from three 

independent deep learning models: convolutional neural networks (CNN), auto encoders (AE), 

and recurrent neural networks (RNN). The experimental results were conducted on a European 

dataset credit card, with an accuracy of 94.9%  [5]. 

    The objective of this study is to identify instances of fraudulent activity. Various machine 

learning methods, including a Decision Tree, Random Forest, Support Vector Machine, Logistic 

Regression, and XG Boost, have been employed in the domain of fraud detection. A comparative 

analysis was conducted on machine learning and convolutional neural network models 

comprising 20 layers. The analysis utilized the European card benchmark dataset. The proposed 

model exhibits superior performance compared to existing machine learning and deep learning 

methods in the context of credit card recognition challenges. The results showed improved 

accuracy, f1-score, and precision, 99.9%, 85.71%, and 93%, respectively [15]. 

    This paper involves comparing the performance, accuracy, and efficiency of several Machine 

Learning techniques, namely Support Vector Machine, Random Forest, logistic regression, and 

K-Nearest Neighbor. These classifiers are applied to analyze prediction outcomes on both credit 

card European datasets from Kaggle.  This study demonstrates that the K-nearest neighbors 

(KNN) algorithm is a superior classifier for the detection of credit card fraud accuracy of 0.958    

[16]. 

mailto:info@journalofbabylon.com
mailto:jub@itnet.uobabylon.edu.iq
mailto:jub@itnet.uobabylon.edu.iq
https://www.journalofbabylon.com/index.php/JUB/issue/archive
https://www.journalofbabylon.com/index.php/JUB/issue/archive


Review  
JOURNAL OF UNIVERSITY OF BABYLON 

For Pure and Applied Sciences (JUBPAS)  

Vol.32; No.2.| 2024  

 

Page | 230 

 in
fo

@
jo

u
rn

al
o

fb
ab

yl
o

n
.c

o
m

   
|  

 ju
b

@
it

n
e

t.
u

o
b

ab
yl

o
n

.e
d

u
.iq

 | 
w

w
w

.jo
u

rn
al

o
fb

ab
yl

o
n

.c
o

m
   

   
   

   
   

IS
S

N
: 2

31
2-

8
13

5 
 | 

 P
ri

n
t 

IS
S

N
: 1

9
9

2-
0

6
52

 
ــم

ج
جلــة 

ــــ
امعة ب
ـ

ل للعلــ
ـابــ

ــــــ
ص

وم ال
ـــ

ط
رفــة والت

ــ
بيقي

ــ
 ة

ــم
ج

جلــة 
ـــــ

امعة بـ
ــ

ل للعلـ
ـابــ

ـ
ص

وم ال
ـــ

ط
رفــة والت

ــ
بيقي
ــ

 ة
ـم

ج
جلــة 

ـــ
امعة بـ
ـ

ل للعلـ
ـابــ

ــ
ص

وم ال
ـ

ط
رفــة والت

ـــــــ
بيقي

ــ
 ة

 

     This study discusses a system that effectively identifies fraud; the suggested system 

incorporates the Support Vector Machine (SVM) classification algorithm. This approach is 

utilized to effectively detect instances of fraud and mitigate the risk of overfitting. The findings 

indicate that the dataset used was obtained from the Kaggle platform. An accuracy 94.9%, 

precision   95.9%, Recall 95.1%, F1-score 95.1% [17]. 

    This paper aims to examine two preprocessing strategies utilizing a European dataset credit 

card. Additionally, ensemble classifiers, namely Random Forest, CatBoost, and XGBoost, are 

employed.  The findings indicate that employing the RUS approach in conjunction with the CAE 

method yields the most optimal outcomes in detecting credit card fraud. The F1 score achieved a 

value of 91.1%[18]. 

    This study presents an unsupervised attentional anomaly detection-based credit card fraud 

detection network, referred to as UAAD-FDNet. The network comprises a generator and a 

discriminator. One of the methods employed in this study is the utilization of an auto encoder 

with Feature Attention. This technique is utilized to reconstruct the input transaction samples in 

order to generate synthetic transaction data that closely resembles real transaction data. 

Compared to machine learning techniques, including Support Vector Machines (SVM), Decision 

Trees (DT), XG Boost, K-Nearest Neighbors (KNN), and Random Forests (RF), as well as 

existing deep learning approaches, such as Long Short-Term Memory (LSTM), Convolutional 

Neural Networks (CNN), Multilayer Perceptron (MLP), and Auto encoder (AE). The 

experimental findings UAAD-FD Net on IEEE Fraud Detection Dataset AUC 0.8556, Recall 

0.6281 and on the Kaggle Credit Card Fraud dataset AUC 0.9515, Recall 0.7553 demonstrate 

that the proposed method successfully addresses the issue of data imbalance [19]. Table 1 

presents the data type, methodology, and findings from related works. 
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Table 1. Results of fraud detection techniques 

 

Cite Database used Method used All Results 

[9] European dataset 

credit card 

isolation forest and local outlier 

detection 

accuracy of 97% by Local Outlier Factor and 

76% by Isolation Forest 

[10] Three datasets: 

European Card Data, 

Small Card Data, and 

Tall Card Data. 

(CNN, LSTM) and comparison 

with different machine learning 

algorithms (DT, LR, SVM) 

F1-Score 84.85% to LSTM 

[11] dataset credit card 

transaction 

RF accuracy for RF 98.6%. 

[12] European dataset 

credit card 

OSCNN (Oversampling with 

Convolution Neural Network), 

which is based on oversampling 

preprocessing, and CNN 

(convolution neural network) 

Accuracy: 98.9%  

[13] dataset credit card 

transactions 

The Deep Convolution Neural 

Network (DCNN) scheme 

Accuracy: 99%. 

[14] European dataset 

credit card 

Isolation forest (IF), Local Outlier 

(LO) and K-Means 

1. 60 % train, 40 % test (accuracy of IF was 

99.7787%, LO 99.6752 % K -Means 53.9978 %) 

2.70% train, 30%test (accuracy of IF was 

99.7799%, LO 99.6804 %, K-Means 53.8756 %). 

3. 80% train, 20% test (accuracy of IF was 

99.7928 %, LO 99.6804 %, K-Means 53.9043 %) 

[5] European dataset 

credit card 

proposed a majority voting-based 

ensemble technique that combines 

three deep learning algorithms 

CNN, auto-encoder, and RNN 

Accuracy (94.9%) 

[15] European dataset 

credit card 

convolutional neural network 

with 20 layers 

Accuracy 99.9%, F1-score 85.71% and precision 

93%, 

[16] European dataset 

credit card 

Several techniques used are 

Support Vector Machine, 

Random Forest, logistic 

regression, and K-Nearest 

Neighbor 

KNN is a better classifier with an accuracy of 

0.958 

[17] Data credit card Support vector machine Accuracy 94.9% 

[18] European dataset 

credit card 

the RUS(random under sampling) 

method followed by CAE 

(Convolutional Auto encoder) 

F1 score 91.1% 

[19] IEEE-CIS and  

European  Fraud 

Detection Dataset. 

a new Unsupervised Attentional 

Anomaly Detection Network-

based Credit Card Fraud 

Detection framework (UAAD-

FDNet)  

UA AD-FD Net on IEEE Fraud Detection 

Dataset AUC 0.8556 and Credit Card Fraud 

Detection Dataset AUC 0.9515 
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DATASET 

    The dataset from Kaggle used for fraud detection in the IEEE-CIS has four files: train 

transaction, train identity, test transaction, and test identity [19]. These files include 394, 41, 393, 

and 41 columns of characteristics, respectively. European dataset credit card from Kaggle 

consists of a total of 284,807 transactions, out of which 492 transactions are identified as 

fraudulent [5,9,10,12,14,15,16,18]. Three different datasets from Kaggle, European Card Data 

(ECD) contains 284,807 samples and 31 features; Small Card Data (SCD) includes 3075 samples 

and 12 features; and Tall Card Data (TCD) contains 10 million samples (rows) and nine features 

(columns) [10]. Table 2 displays the various types of data utilized for the identification of 

financial fraud. 

 

Table 2. Dataset used for credit cards fraud detection. 

Dataset Number of transactions Fraud instances 

IEEE-CIS Fraud Detection Dataset. 590,540 20,663 

European dataset credit card 284.807 492 

Three different datasets credit card fraud Dataset 1 284.807, Dataset 2 3075 

Dataset3 10 million 

Dataset 3 

28,000 

 

Types of credit card fraud 

   In this paper, review the types of credit cards as shown below. 

1. Application fraud occurs when an individual illicitly obtains control over an application 

system via unauthorized access to sensitive user information, such as passwords and 

usernames, to create a fraudulent account. It typically occurs in the context of identity 

theft. When an individual engaged in fraudulent activities submits an application for 

credit or a new credit card using the identity of a legitimate cardholder. The individual 

engaged in fraudulent activities appropriates the accompanying documentation to bolster 

or validate their deceitful application. 

2. Card ID theft is a form of fraudulent activity resembling application scams. Identity theft 

is the unauthorized acquisition of personal information from an initial cardholder, which 

a fraudulent individual then utilizes to exploit an existing card or establish a new account. 

Identifying this particular form of fraudulent activity poses significant challenges. 

3. The phenomenon of false merchant sites bears similarity to phishing attacks, wherein 

customers are ensnared by fraudulent individuals who develop deceptive web pages that 

closely mimic legitimate websites. This webpage potentially provides various discounts 

as a means to incentivize customers to make purchases of the available products. After 

the completion of the transaction, the fraudster collects all the relevant information 

pertaining to the transaction and thereafter utilizes it to engage in fraudulent trades [20]. 
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The Challenges Associated with Credit Card Fraud Detection 

The proposed paper aims to address several challenges in anomaly detection for financial 

transaction 

1. The credit card fraud detection data exhibits an imbalance. The proportion of illegal 

transactions in credit card purchases is relatively tiny. The complexity and inaccuracy of 

identifying fraudulent operations are evident in this dataset. 

2. The data indicates a potential interference: there may be an increase in transactions that 

could be mistakenly classified as illegal (false positives), as well as illegal purchases that 

may appear legitimate (false negatives). The issue of high false positive and false 

negative rates in fraud detection algorithms is a significant challenge in the field [21].  

One common challenge encountered by classification algorithms is the limited ability to 

detect novel normal or fraudulent patterns, thereby resulting in a lack of adaptability. The 

efficacy of supervised and unsupervised fraud detection systems in identifying novel 

patterns of normal and fraudulent behavior is limited [22]. 

 

Fraud Detection Techniques 

Given the exponential growth of data, discerning significant patterns within datasets has 

become exceedingly challenging for human programmers and specialists. Due to this rationale, 

machine learning has been prevalent across several areas within the field of computer science, 

particularly in cases where the extraction of information from extensive datasets is necessary. 

The applications encompass a wide range of functionalities, such as filtering out spam, online 

searching, face and voice recognition, rating credit, and identifying fraud. Supervised learning 

and unsupervised learning are the two predominant machine learning approaches that have 

gained widespread adoption. Supervised learning involves training the algorithm using pre-

existing labeled datasets, enabling it to learn from the provided annotations. On the other hand, 

unsupervised learning involves unlabeled training data to facilitate the algorithm's discovery of 

patterns and relationships inherent in the input data [23]. 

 Logistic Regression (LR) 

    The technique is widely employed in previous studies focused on detecting instances of fraud 

at an early stage. Despite their ease of implementation, these methods have low efficacy in 

addressing non-linear data, rendering them inadequate for complicated fraud detection 

challenges [23]. The logistic regression algorithm leverages the sigmoid function to perform 

binary classification by considering several factors in the dataset. The sigmoid function is 

depicted in the following manner as shown in equation1; the function is linear as shown in 

equation 2 [24] :                                                                                                                       
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            𝑌𝑖 =
1

1+𝑒−(𝑧)                                                                                                (1)                                                                                                                                                                                                                                                                        

 𝑧 = 𝑏 + 𝑚1𝑥1 + 𝑚2𝑥2 + ⋯ 𝑚𝑛𝑥𝑛                                                  (2)        

The Sigmoid function is employed to determine the probability of binary classification. In the 

given equation, the variable y represents the probability associated with the output.  In linear 

regression, m represents the weighted values, b represents the bias, and x represents the 

highlighted values. The probability of a specific outcome is estimated using the sigmoid function 

[24]. Logistic regression is commonly employed for binary classification tasks, where the 

outcome variable can take on one of two values, typically denoted as 1 or 0. In this context, a 

threshold of 0.5 is typically utilized to determine the predicted class. Specifically, any predicted 

value exceeding this threshold is assigned the class label 1, while any value falling below the 

threshold of 0.5 is assigned the class label 0 [25]. 

 Decision Tree (DT)   

     Researchers have used the Decision Tree (DT) classifier to construct fraud detection models. 

The methods can be readily implemented, visualized, and comprehended. Although decision 

trees (DTs) offer flexibility and interpretability, they can exhibit instability and high sensitivity 

when confronted with imbalanced class distributions [23]. The decision tree is a form of 

supervised learning that requires training on a dataset consisting of fraudulent transaction data. 

The dataset is partitioned based on decision nodes, while the tree leaves hold the ultimate result. 

In the case of this specific dataset, the decision tree is structured such that the leaf nodes store the 

ultimate class label while the pathways represent the corresponding outcomes. In the context of 

decision trees, partitioning data is carried out recursively, employing either breadth-first or 

depth-first search [24]. 

 Support Vector Machine (SVM)  

    Support Vector Machines (SVMs) represent a type of supervised algorithm utilized in the 

domain of supervised learning, specifically for addressing classification and regression problems 

[25]. Support Vector Machines (SVMs) have demonstrated their efficacy in various classification 

tasks, such as fraud detection, due to their capacity to operate effectively in high-dimensional 

feature spaces without incurring additional computing complexity. The inherent characteristic of 

Support Vector Machines (SVMs) allows for the resolution of non-linear classification issues, 

such as those encountered in fraud detection scenarios [23]. The objective of this technique is to 

identify an optimal hyperplane that can effectively separate a given dataset (specifically, a 

transaction dataset) into distinct classes. These classes consist of a group of fraudulent 

transactions and a group of legitimate transactions. The hyperplane is determined by a set of 

support vectors, which are the points closest to the hyperplane. These support vectors are then 

utilized to predict the class to which a new data point belongs. The Support Vector Machine 

(SVM) model is constructed through the process of training it with historical datasets in order to 
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acquire the anticipated output. After achieving the intended outcome, the trained model is 

applied to a new dataset in order to achieve the output. Therefore, it can be utilized to categorize 

fraudulent or legitimate transactions [26]. 

The K-Nearest Neighbor (KNN) 

    The K-nearest neighbor (KNN) algorithms are employed to identify instances of credit card 

fraud. The technique is classified as a supervised learning technique [27]. This strategy was 

initially employed by Aha, Albert, and Kibler in 1991. The outcomes of the K-nearest neighbors 

(KNN) algorithm is contingent upon two primary factors: 

1.  The selection of an appropriate distance metric to determine the nearest neighbors. 

2.  The number of neighboring instances considered for classifying the new sample. 

  The K-nearest neighbors (KNN) algorithm for credit card fraud detection relies on two critical 

estimations: the calculation of distance or similarity measures between pairs of data instances. In 

the K-nearest neighbors (KNN) algorithm, each incoming transaction is evaluated to determine 

its proximity to the nearest point of the new incoming transaction. If the incoming transaction is 

fraudulent, the algorithm will classify it as such. Various approaches can be employed to 

calculate the distance between two data instances, with the most utilized one being the Euclidean 

distance. This approach involves including authentic and deceptive instances to train the datasets. 

This approach has a high level of efficiency, characterized by rapid processing time and a low 

incidence of erroneous notification [28].   

 Random Forest (RF)  

    The random forest algorithm is widely recognized as a supervised learning technique that can 

effectively address classification and regression problems. The system comprises numerous 

decision trees. This approach demonstrates improved performance when the forest has a more 

significant number of trees, mitigating the risk of overfitting in the model. Each decision tree 

within the forest yields specific outcomes. The merging of these results is performed to enhance 

the accuracy and stability of the forecast [29].  

 

 Neural networks (NN) 

       The neural network is a technique also used to detect unauthorized credit card usage. The 

neural network is a method based on the functioning concept of the human brain. Like the human 

brain, neural network likewise retains the existing knowledge and utilizes that information when 

needed. In identifying illicit credit card usage, neural networks split the input into distinct 

categories. It depends on the credit card holder's wages, career, and payment data frequency and 

counting of significant transactions. This detail will evaluate the future transaction, whether the 

transaction is fraudulent or authentic. It has three unique types of layers [30].  

1. Input Layer: Input nodes are used to identify the cardholder details, and using this 

information will validate the uniqueness of the transaction.  
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2.  Hidden Layer: It performs neural network operation to identify whether the transaction is 

authenticated.  

3.  Output Layer: After analyzing the transaction, output nodes give the outcome value 

between 0 and 1 [30]. 

 K means 

    Clustering is a widely recognized unsupervised method commonly employed in fraud 

detection. One example of a clustering method is K-Means (KM), known for its simplicity and 

efficiency. KM can divide unlabeled samples into K distinct clusters. Despite their simplicity and 

ease of implementation, KM clustering methods are highly susceptible to the initial selection of 

cluster centers, which is done randomly. KM algorithms are susceptible to outliers [14]. The K-

means clustering algorithm is widely employed as a primary approach for distinguishing between 

fraudulent and legitimate transactions. Certain variables are often declared during a transaction; 

examples of sensitive information that may be involved in a transaction include the total amount 

of the transaction, the credit card number used, the date and identification number of the 

transaction, the country in which the transaction occurred, and the merchant category 

identification. It is necessary to provide a credit card number. The provided information will be 

stored in the transaction dataset. The subsequent step involves assigning a cluster designation to 

each transaction type, categorizing them as either a small cluster, a big cluster, and a dangerous 

cluster. The k-means algorithm will utilize the transaction details. A notice is displayed when a 

transaction is determined to be fraudulent or legitimate [30]. 

 

 Self-Organizing Map (SOM) 

    The SOM is a sort of neural network adopting unsupervised learning that configures the 

network's neurons according to the input data's topological structure. This process is known as 

self-organization, which iteratively optimizes the weights of neurons to resemble the input data, 

resulting in clustering. The neurons in a SOM are arranged in a matrix structure that maps inputs 

from a high-dimensional space to the two-dimensional array of neurons. This mapping is 

designed to model similar input vectors as neurons closer together in the final matrix, offering 

visualization of the input. Various distance measures can be used throughout the iterative 

training phase to group the nodes, such as Euclidean and Manhattan distances. After training, the 

data in the data set becomes sorted into legitimate or fraudulent sets by self-organization, and all 

new transaction after that similarly experiences the same process before being sent into the SOM 

[31]. 

 

 Isolation Forest (IF) 

     The isolation forest is a tree-based model that has been designed for the purpose of detecting 

outliers. The technique is founded on the principle that anomalies are characterized by their 

rarity and distinctiveness within the dataset. These characteristics give rise to a sensitive system 

to irregularities, commonly referred to as Isolation. This method exhibits basic differences from 
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all other established methods and possesses significant utility. In order to identify abnormalities, 

this approach differs from traditional distance and density assessments and instead includes the 

concept of isolation, which proves to be a more efficient and successful method [9]. 

 

 Deep Learning-Based Fraud Detection 

    Deep learning has emerged as a prominent paradigm in machine learning, characterized by 

utilizing several hidden layers to yield better outcomes than other machine learning methods. 

The hidden layers of the system possess a significant computational capacity, enabling them to 

attain a notable level of precision [32]. The data contained within online payment records is 

classified as big data due to its vast volume, including millions of transactions [33]. Traditional 

machine learning techniques may be insufficient in effectively processing and analyzing large 

volumes of data. Additionally, several algorithms exhibit a saturation phenomenon when their 

performance reaches a maximum at a specific data quantity and does not improve further with 

additional data size. In contrast, deep learning exhibits a distinct characteristic whereby its 

performance consistently improves as the volume of data is expanded. Therefore, it is possible 

to analyze and categorize this extensive volume of transactions into legitimate and fraudulent 

transactions. Several examples of neural networks commonly used in deep learning include 

Convolutional Neural Networks (CNNs), Auto encoders, and Recurrent Neural Networks 

(RNN) [34]. 

 Convolutional Neural Networks (CNN) 

    Convolutional neural networks (CNNs) have primarily been employed for tasks involving 

pattern identification in images, as the input data is typically represented in matrix format, 

making CNNs particularly suitable for such tasks. Nevertheless, it has been empirically shown 

that these techniques can be effectively utilized in other disciplines and areas by manipulating 

the input data structure [35]. The Convolutional Neural Network (CNN) is a kind of deep 

learning architecture initially proposed in the 1990 [31]. It is defined by its multi-layered 

structure, which can be classed into distinct levels: input, convolution, pooling, fully connected, 

and output. The convolution process is executed within the convolutional layer to extract features 

obtained from the input data. Various filters are employed in the convolution operation, serving 

as detectors of features. The max pooling layer is employed to decrease the dimensionality of the 

feature maps generated by the convolutional layer while preserving the most critical data. The 

fully connected and output layers are components of a conventional densely connected 

feedforward neural network, also known as a multi-layer perceptron [36]. These layers receive 

input from the convolutional and max pooling layers and are responsible for classifying the data, 

explicitly distinguishing between valid and fraudulent transactions  [37]. 
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 Auto encoder 

    The Auto-Encoder is an unsupervised deep learning technique [31]. This model has been 

designed to acquire knowledge from a dataset that possesses a high number of dimensions while 

utilizing features that have a lower dimensionality. The proposed model employs an encoder to 

encode the input data and a decoder to decode and reproduce the data. It ensures that the number 

of input instances is equivalent to the number of output instances. An auto encoder consists of 

two primary components, namely the Encoder and the Decoder. The input, which corresponds to 

the number of features, is compression by the Encoder. This compression results in a reduction 

of the input size and the generation of a corresponding representation. This representation is then 

used in the decoder model at a later stage. The Decoder, as the second component, reconstructs 

the input utilizing the provided representation. The Auto-Encoder model has acquired knowledge 

of the characteristics included in legal records, resulting in a case where the input closely 

resembles the output upon execution. However, in the context of fraudulent transactions 

(anomalies), the input and output may differ when unexpected data is involved [5]. 

 

 Long Short-Term Memory (LSTM) 

    Long Short-Term Memory Networks (LSTM) represent an expansion of recurrent neural 

networks (RNN), a deep neural network predominantly employed for analyzing time series data. 

Every neuron within a Long Short-Term Memory (LSTM) model is characterized as a cell that 

can retain information, preserving its internal state. The memory capacity of Long Short-Term 

Memory (LSTM) models can be attributed to the introduction of input and output "gates" into 

the cell structure. These gates were subsequently accompanied by the development of the forget 

gate [31]. The forget gate determines which information is kept from the preceding phase, while 

the input gate determines which information is added from the current step. Lastly, the output 

gate controls the choice of information from the current cell state that is utilized in generating the 

output [10].  

In contrast to recurrent neural networks (RNNs), which operate by preserving the valuable output 

of a particular layer and reintroducing it as input for further processing within current data, hence 

aiding in the prediction of the layer's output [5]. Long Short-Term Memory (LSTM) models are 

presently considered the most advanced techniques in various practical domains, including text 

analysis, writing and speech recognition, and natural language processing. The application of 

Long Short-Term Memory (LSTM) models for fraud detection has emerged in recent years [38]. 

 

Performance Metrics 

This section discusses the performance metrics employed to assess the efficiency and 

effectiveness of classification algorithms. 

1. Accuracy is a metric that assesses the ratio of accurate predictions to the overall number 

of cases that have been assessed, as shown in equation 3 [39].  

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑭𝑷+𝑭𝑵+𝑻𝑵
                                                      (3) 
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2. Precision is a measure that computes the proportion of actual positive forecasts in relation 

to the overall count of positive predictions, as shown in equation 4 [39]. 

𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝑷

𝑻𝑷+𝑭𝑷
                                                                   (4)    

3. Recall (Sensitivity): This metric is defined as the proportion of correctly anticipated 

positive cases in regard to the overall number of positive cases. The subsequent equation 

(5) is employed for the computation of recall [40]. 

𝒓𝒆𝒄𝒂𝒍𝒍 =
𝑻𝑷

𝑻𝑷+𝑭𝑵
                                                                             (5) 

4. F1-score: is a performance metric that calculates the weighted arithmetic mean, 

considering each recall and precision, as shown in equation 6 [40]. 

𝑭𝟏 − 𝒔𝒄𝒐𝒓𝒆 = 𝟐 ∗
𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗𝒓𝒆𝒄𝒂𝒍𝒍

𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏+𝒓𝒆𝒄𝒂𝒍𝒍
                                                   (6)   

5. Specificity refers to the accuracy of correctly identifying negative cases, as shown in 

equation 7 [41]. 

𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄𝒊𝒕𝒚 =
𝑻𝑵

𝑻𝑵+𝑭𝑷
                                                                         (7) 

6. The Area Under the Curve (AUC) is a graphical representation that compares the true 

positive rate (sensitivity) to the false positive rate (specificity), as shown in equation 8 

[42]. 

𝑨𝑼𝑪 = (𝐒𝐞𝐧𝐬𝐢𝐭𝐢𝐯𝐢𝐭𝐲 +  𝐒𝐩𝐞𝐜𝐢𝐟𝐢𝐜𝐢𝐭𝐲)/ 𝟐                                       (8) 

  

Discussion and analysis of related work 

    Given the importance and volume of financial transactions, there can be a rise in transactions 

misclassified as illicit (false positives) and instances of illicit purchases that appear legal (false 

negatives). Accurately identifying fraud trends in real-time requires the use of complex 

mathematical calculations. Current situation. Deep learning has emerged as a prominent 

paradigm in machine learning and is characterized by multiple hidden layers to achieve better 

and relevant results in fraud detection and risk reduction; compared to previous related works, 

they were more accurate in identifying fraudulent transactions. 

    The primary goal of this study is to evaluate system robustness using metrics such as accuracy, 

precision, F1 score, recall, and AUC. A review of relevant prior research papers. In the Ref. [5,9-

19] which focus on the detection of credit card fraud, is used to support this assessment. The 

research was conducted using a variety of machine-learning algorithms, and the results are 

shown in Figure 2 and Table 3, with an overall accuracy range between 94.90% and 99.90%. 
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Table 3. Reference with performance metrics [5, 9-19]  

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Reference with Accuracy metric [5,9, 11-17]  

      The overall precision, recall, AUC and F1-score range, as shown in Figure 3, between 

75.50% and 95.90% to pertinent past study papers [10,15,17,18,19]. 

 

A
cc

u
ra

cy

90.00%

92.00%

94.00%

96.00%

98.00%

100.00%

[5] [9] [11] [12] [13] [14] [15] [16] [17]

A
cc

u
ra

cy

Refrence

Ref. No. Accuracy Precision F1-score AUC Recall 

[5] 94.90 - - - - 

[9] 97 - - - - 

[10] - - 84.85 - - 

[11] 98.60 - - - - 

[12] 98.90 - - - - 

[13] 99 - - - - 

[14] 99.79 - - - - 

[15] 99.90 93 85.71 - - 

[16] 95.80 - - - - 

[17] 94.90 95.90 95.10  95.10 

[18] - - 91.10 - - 

[19] - - - 95.10 75.50 
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Figure 3.  Reference with Performance metrics [10, 15, 17-19]  

      

 CONCLUSIONS: 

    This study provides a thorough analysis of machine learning techniques for credit card fraud 

detection issues. This study emphasized the importance of identifying fraud and its negative 

impacts on the financial sector. Thus, it is essential to create a model that can manage data 

rapidly and effectively. By lowering computational complexity and enhancing detection 

accuracy, these techniques have been shown to increase the efficacy of fraud detection systems. 
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 الخلاصة
راء زايد لشمع التطور السريع لتكنولوجيا الإنترنت في السنوات الأخيرة، أصبحت المعاملات المالية عبر الإنترنت شائعة بشكل مت     

 الي مناد بالتمجموعة واسعة من السلع والخدمات عبر الإنترنت، نظرًا لمزاياها العديدة. وانتشار استخدام بطاقات الائتمان بشكل واسع ز 
ان قضية الائتم إمكانية الاستغلال، مما يشكل تهديدًا كبيرًا للمستخدمين نتيجة للعمليات الاحتيالية المنتشرة. لقد أصبح احتيال بطاقات

ي ا التحدأساسية في عصر الرقمي الحالي، مما يشكل خسائر مالية كبيرة ومخاطر أمنية للمؤسسات المالية والمستهلكين. واستجابةً لهذ
ق ذا الور لباحثون وخبراء الصناعة بشكل مستمر وحددوا تقنيات كشف الاحتيال لحماية ضد الأنشطة الاحتيالية. يهدف هد، طور االمتزاي

ذا بع في هالبحثي إلى تقديم نظرة شاملة على آخر التطورات في تقنيات كشف الاحتيال لمعاملات بطاقات الائتمان. يستكشف المنهج المت
ناقش يانات والخوارزميات التعلم الآلي المستخدمة في أنظمة كشف الاحتيال. بالإضافة إلى ذلك، يالبحث مختلف الطرق ومصادر الب

 البحث التحديات التي تواجه هذه الأنظمة.
  

 كشف الاحتيال، كشف الشذوذ، بطاقات الاعتماد، التعلم العميق، طويلة المدى على المدى القصير الكلمات المفتاحية:
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