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ABSTRACT

Background:

Given the importance of early and accurate detection of skin cancer in preventing its risks and improving
its treatment, the study aims to develop automated models based on deep learning to detect skin cancer
and accurately classify skin lesions into benign and malignant and identify different types of lesions,
which helps doctors in early diagnosis and decision-making.

Materials and Methods:

Relying on pre-trained convolutional neural networks, which makes it possible to train models using only
a small amount of available training data. Two datasets of images of skin tumors were used, one to detect
the presence of a tumor and the other to classify the tumor among different types of skin tumors. Both
datasets underwent a set of initialization and processing steps and were then trained using two pre-trained
convolutional neural network models.

Results:

The evaluation results of randomly selected images from the set of test images demonstrate the accuracy
and high effectiveness of the models in prediction. DenseNet121 hybrid model achieved an impressive
94% accuracy, with an average precision, recall, and F1 score of 0.94. The EfficientNet BO model
achieved a weighted accuracy of 93%, with a weighted average precision, recall, and F1 score of 0.93
across nine classes.

Conclusion:

Pre-trained deep convolutional neural networks have made significant progress in improving the ability to
detect skin cancers using dermoscopic images. This study showcases the capability of artificial
intelligence in swiftly and precisely diagnosing skin cancer, as well as detecting (pre)malignant skin
cancer.

Key words: Convolutional Neural Networks; Dermoscopy Images; Deep Learning; Skin Cancer; Transfer
Learning.
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INTRODUCTION

Skin cancer is the 19th most prevalent cancer worldwide and rising [1]. Both sexes of
white individuals get skin cancer, especially in the United States, where incidence have
skyrocketed [2]. Skin cancer is diverse, complex, and rapidly evolving, making it difficult to
recognize. Despite Ultra-violet (UV) exposure regulations and screening efforts, global skin
cancer rates are rising [3]. Early detection of skin cancer opens the door to a longer life and
better treatment.

Traditional diagnostic methods such as dermoscopy are time-consuming and require self-
diagnosis, which has limited their use and stimulated the development of alternative treatments
[4]. Dual spectroscopic and imaging techniques, such as real-time Raman spectroscopy, have
shown promising results. However, their ability to differentiate between malignant and benign
lesions, especially those with overlapping characteristics such as malignant melanoma and
seborrheic keratosis, still falls short of expectations [5]. Furthermore, changes in size, color and
shape within the same category exacerbate the problem [6]. Machine learning has revolutionized
skin cancer diagnosis by combining image classification techniques with deep learning models to
produce fast, low-cost, and accurate results [7]. Recent advances in pre-trained deep learning
algorithms provide a potentially transformative option for skin cancer detection. Due to their
computational efficiency, these models are ideal for real-time applications, making them a
promising route for rapid and cost-effective diagnosis.

Some previous research studies have dealt with classification and segmentation of skin
tumors through artificial intelligence models. In [8] three different mobile learning models were
used using the ISIC2018 dataset. In [9] a deep learning algorithm of convolutional neural
network (CNN) was used to detect the two basic categories of tumors: benign and malignant. A
data augmentation model for successful diagnosis of melanoma skin cancer was presented in
[10]. The trial results for the binary classification scenario indicate a significant improvement in
skin cancer identification. In [11] an automated solution for skin cancer prediction, detection and
diagnosis was presented that combines deep learning methods with non-invasive and non-
ionizing procedures for diagnosis. The study in [12] provided a description of the performance of
four unified convolutional neural networks, specifically YOLOv3, YOLOv4, YOLOV5, and
YOLOvV7, in the categorization of skin lesions. The performance of each model was compared
based on lesion localization, classification accuracy, and inference time after being trained on a
reference dataset. A Deep convolutional neural networks (DCNN)-based model was created in
[13] to precisely and automatically categorize various types of skin cancer as either melanoma or
non-melanoma skin cancer. After analyzing the most important studies and works of literature
and reviewing the results achieved through the proposed systems, we notice a decrease in the
accuracy achieved through the performance experiments of each study. Each study relied on
proposing a neural model and training it without delving into the idea of hybridizing the models
and obtaining a hybrid model with better characteristics.

Consequently, we conducted a performance comparison of two methods. One of these
methods operates on the same principle as the studies that were presented, which is to develop an
architecture that is based on a deep learning model (EfficientNetBO0) that has not been previously
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proposed for skin disease classification tasks. The second approach involves the development of
a deep learning model that utilizes both the algorithmic architecture and the (DenseNet121) and
additional layers from recurrent neural network (RNN) algorithm. This study evaluates the
DenseNet121 and EfficientNetBO algorithms in terms of performance and efficiency to
investigate the efficacy of potent pre-trained deep learning methods for the detection of skin
cancer.

MATERIALS AND METHODS

Transfer learning is a type of deep learning where a model trained for one task is used for
another similar task where the model is pre-trained and its weights are stored, so there is no need
to retrain the entire model. There are different ways to implement transfer learning, including
fine-tuning the model or using the model as a fixed feature extractor. This results in faster
training times and higher accuracy using a smaller data set. There are a number of well-known
and popular pre-trained models that are widely used in various applications due to their robust
architecture and high performance in feature detection and extraction. DenseNets, which stands
for “densely connected convolutional networks”, are characterized by a large number of fully
connected layers. The numbers assigned usually reflect the number of layers in the network,
including convolutional and translational layers. DenseNet-121 was pre-trained on the ImageNet
dataset, which includes 1.2 million color images belonging to 1,000 categories. The initialization
of the DenseNet-121 weights comes from the pre-trained model, and uses the SoftMax function
to predict the probability of each class as output [14]. A comprehensive balance between model
size and performance was sought when developing the EfficientNet BO core model in the
EfficientNet series so it is well-suited for resource-constrained applications, such as those
involving mobile devices or edge devices [15].

The proposed system aims to use transfer learning to support clinical decision making in
skin cancer diagnosis through binary classification (benign (or malignant) and multiple
classification of different types of skin lesions. Figure 1 describes the basic stages of building the
model for skin cancer detection.
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Figure 1. Basic stages of building the proposed model for skin cancer detection in the
current study

The system begins by collecting skin lesion images as inputs and applying pre-processing
steps, including quality enhancement, color adjustment, and dimension normalization, which
help reduce noise and standardize data for easier pattern recognition. The system utilizes two
CNN models: one for binary classification and the other for multi-class classification. In binary
classification, the model determines whether a lesion is benign or malignant, while the other
model identifies multiple types of lesions. To achieve higher accuracy in binary classification,
the system integrates CNN with a recurrent neural network (RNN) to analyze repetitive patterns,
improving the classification of benign and malignant lesions. The model is then trained on a 80%
of data and evaluated using metrics such as accuracy, precision, recall, and F1-score. Finally, the
system provides a report containing the final classification for each lesion, assisting doctors in
making accurate diagnostic decisions.

Datasets

Two skin cancer datasets were selected. The first dataset the "Skin Cancer: Malignant vs.
Benign" dataset from Kaggle [16], sourced from the ISIC (International Skin Imaging
Collaboration) Archive, contains balanced and preprocessed images for binary classification of
skin lesions into benign and malignant categories. It comprises of 1,800 images for each class.
Figure 2 shows the graphical analysis of the Malignant vs. Benign dataset. The hybrid
DenseNet121 model will be trained on this dataset.
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Figure 2. Samples from the Malignant vs. Benign dataset [16]

For the purpose of detecting multiple skin cancer lesions, Skin Cancer ISIC 2020 dataset
was used. This collection includes 2357 photos of malignant and benign oncological illnesses
gathered from ISIC. All photographs were sorted according on the ISIC categorization, and each
subset was divided into the equal number of images, with the exception of melanomas and
moles, of which images are slightly dominant. The dataset includes the following diseases:
possible skin conditions including actinic keratosis, basal cell carcinoma, dermatofibroma,
melanoma, nevus, pigmented benign Kkeratosis, seborrheic keratosis, squamous cell carcinoma,
and vascular lesions. The dataset is available on the Kaggle [17]. Figure 3 shows some samples
from the dataset on which the EfficientNetBO model will be trained.
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L Preprocessing

5:7 The data was scaled and converted to images with sizes (150, 150, 3). The data size was
c increased by creating an image set (frame) for each image using Image Data Generator

technology, which is an image set (5 images) in different directions and scales, such as rotated at
40 degrees, width shifted, height shifted, cropped, and zoomed at 0.2 degrees. The data was
normalized and then split so that 20% of the data was used for testing and 80% for training.
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After preprocessing, the two datasets were significantly expanded to enhance model
training performance and improve classification accuracy. In the ISIC 2020 dataset the number
of images for each lesion type has been increased. Likewise, in the binary dataset, the malignant
and benign categories were balanced and expanded to 4647 and 4950 images, respectively.
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Hybrid DenseNet121 Model

A pre-trained DenseNet121 model was prepared and tuned for the binary classification
task, and the document parameters were adjusted to improve the training process. During the
model training phase, validation accuracy was monitored to determine when the learning rate
decreased, which decreased by 30% if performance did not improve over two periods. The
improvement in performance must be greater than 0.001 to be taken into account. The actual
model training phase begins over 20 epochs with 32 batch sizes. Model performance was
validated using 10% of the training data. Figure 4 shows the 20 epochs for training the
DenseNet121 hybrid model.
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Epoch  Accuracy  Loss Val Val Learning Rate Time Steps/Second
Accuracy Loss
N 1720 0.7857 04575 06615 07718 00010 T24s 3s/step
> 2/20 0.8201 03916  0.8451 03631  0.0010 6605 3s/step
b 3720 0.8280 03779 0.8060 04602 00010 601s 3s/step
;,. 4/20 0.8436 03462 08216 04055 00010 47508 22sfstep
k. 320 0.8627 03120 08542 03091  0.0003000000142492354 6228 3s/step
E 6/20 0.8748 02782 08763 02931  0.0003000000142492354  643s 3s/step
_r.. 7120 0.8852 02585 08529 02942 0.0003000000142492354  650s 3s/step
\;: 8/20 0.8995 02398 08815 02645  0.0003000000142492354  650s 3s/step
[:" 920 0.8913 02385 08620 02810  0.0003000000142492354  621s 3s/step

10220 09138 02064  0.8945 02410 0.0003000000142492354 619 3s/step
11720 09247 01953 09206 02008 0.0003000000142492354  617s 3s/step
1220 09291 01734 089711 02599 0.0003000000142492354 6268 3s/step
13020 09347 01697 08581 03598  0.0003000000142492354  648s 3s/step
14720 09607 01032 09193 02081 0.0000900000427477062  669s 3s/step
15720 09802 00613 09466 01639 0.0000900000427477062  674s 3s/step
16120 09823 0.0576 09401 02074 0.0000900000427477062  627s 3s/step
7020 09896 00387 09440 01943 0.0000900000427477062 6368 3s/step
18020 09920 00313 009492 01572 0.60002700000040931627 2801s  13s/step
1920 09951 00196 09505 01786 0.00002700000040931627 863s 4s/step
20020 09950 00213 09557 01667  0.00002700000040931627 863s 4s/step
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) Figure 4. Training the hybrid DenseNet121 model in the current study
: After training the model, the model behavior was analyzed as shown in Figure 5, where

the DenseNet121 hybrid model recorded a high training accuracy of 99.5% and a validation
accuracy of 95.57%.
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Figure 5. Training curve for the hybrid DenseNet121 model in the current study
EfficientNet BO Model

EfficientNet BO model used the ISIC 2020 dataset for multiple classification .The
network parameters were set during the training phase to the same values and weights used for
the DenseNet121 model. Figure 6 shows the training phase of the EfficientNet BO model over 20
epochs. The model reached a high training accuracy of 99.84% and validation of 92.42%. The
difference between training accuracy and validation accuracy is due to the small size of the
validation data, which constitutes 10% of the training data.

epoch  time Accuracy Loss Validation Validation Learning
Aceuracy  Loss Rate
| 2 05245 13609  0.5565 1591  0.0010
2 % 07760 0.6266 06832 09755 0.0010
3 i 08348 04657 07702 07109 00010
4 2 08750 03371 07540 08644 00010
§ i 09060 02699 08037 07191 00010
6 i 09052 02721 08149 03539 00010
7 % 09406 0.1780 08099 07166 0.0010
§ 2 09562  0.I358 07714 09300 00003
9 2 09705 0.0918 09081 03913 0.0003
10 2 09881 00390 09168 03338 00003
il i 09937 0.0235 09106 03721 0.0003
12 P 09914 0.0277 08932 04762  0.0001
13 i 09945 00188 09193 03792  0.0001
14 % 09968 00123 09280 03684  0.0001
13 2 09970 00113 09205 03661  0.0001
16 2 09953 0.0149 09155 03801  0.00003
17 2 09964 00118 09255 03824  0.00003
18 i 09984  0.0085 09205 03801  0.00001
19 P 09980  0.0078 09217 0380  0.00001
0 2 09984  0.0070 09242 03829  0.000002

Figure 6. Training the EfficientNet BO model in the current study

Figure 7 shows an increase in accuracy during the training phase, which indicates the
success of the model in training and learning with high accuracy from the training data.
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Figure 7. Training curve for the EfficientNet BO model in the current study

RESULTS AND DISCUSSION

DenseNet121 model's performance was evaluated based on the metrics for classification
tasks. Figure 8 displays the results of the rating metrics in the rating report.

precision recall fl-score support

a 8.95 8.93 9.94 983

1 9.93 9.95 0.94 937

accuracy 0.94 1920
macro avg 2.94 0.94 9.94 1920
weighted avg 0.94 6.94 9.94 1920

Figure 8. Classification report for hybrid DenseNet121 model in the current study

Figure 9 compares the evaluation results of two random images with their real
classification. Testing and evaluating the performance of the proposed model shows high
detection accuracy, which qualifies the system to work with real-world data.
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Actual: malignant Predicted: malignant

Actual: benign Predicted: benign

Figure 9. Comparison of actual versus predicted samples for the hybrid DenseNet121
model in the current study

The ISIC 2020 dataset was used to conduct experimental tests of multiple classification
tasks. This group consists of nine types of skin lesions and tumors. EfficientNet BO was tested
and evaluated for performance prediction of these types and gave the results shown in Figure 10.
There is a difference in evaluation accuracy between the nine types. This is due to the difference
in the number of images between one category and another, which confirms the necessity of
providing a sufficient number of images in the data sets.
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precision  recall fl-score support
- o 08 08 0.8 143
b 1 0.98 8.99 9,98 336
. 2 2.99 0.9 0,98 125
. 3 0.93 6.88 6.91 355
F 4 0.91 8,91 8,91 320
:y; 5 0.96 8.97 6.97 335
. 6 0.60 072 0.7 74
[i:' 7 0.92 0.9 9.93 182
3 8 1.00 1.00 1.00 146
’b_:'
. accuracy 9,93 2011
macro avg 0.91 8.91 6,91 2011
weighted avg 8.93 0.93 0,93 2011

Figure 10. Classification report for the EfficientNet BO model in the current study

Figure 11 shows three images randomly taken from the test data where the actual class is
compared with the class predicted by the model.
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Actual: nevus Predicted: nevus

Actual: melanoma

Predicted: vascular_lesion
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Actual: nevus Predicted: vascular_lesion

Figure 11. Comparison of actual versus predicted samples for the EfficientNet BO model in
the current study
The models show strong performance in skin cancer detection across binary and multi-

class classification tasks making them valuable tools in supporting clinical decision making for
skin cancer diagnosis.
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CONCLUSION

The study indicates how deep learning may be used to automatically diagnose skin cancer
from thermoscopic images. Important preprocessing steps like hyperparameter tuning, data
augmentation, and normalization enhanced model accuracy and decreased overfitting. Future
studies could improve usability by extending datasets, investigating sophisticated model
architectures, and adding real-time diagnostic features for real-world use.
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