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ABSTRACT

Background: A Liver tumor is a dangerous disease that may leads to death, the chances of survival
will increase when it is detected in early time.

Materials and Methods: In this study, clustering Fuzzy c-mean and "Self-Organization Feature Map",
HSOFM, which is an unsupervised artificial neural network, based on the histogram of the image, are
presented for segmenting, isolating, and then extracting tumors and other abnormal regions in liver
images of MRI and CT imaging. In an additional processing, morphological operations were used to
achieve the complete final extraction of the isolated regions without any extra pixels that do not
belong to the abnormal regions. These two methods were applied on five MRI and four CT scan
images. The extracted regions surface areas were calculated and compared with the groundtruth,
manually extracted mass regions, to check the goodness adequacy of the adopted methods. The work
was achieved by Mat Lab programing environment.

Results: The percent relative differences of the extracted abnormal regions by implementing the
adopted methods with the groundtruth were ranged from 1.108 % to 3.861 % for the images of MR,
while for CT scan images, the percent relative differences were in the range from 0.732 % to
3.456%. By implementing FCM clustering, the percent relative difference ranged from 0.724% to
4.370 % for three MRI images, while for CT scan images, the percent relative difference was 4.327
% for one of the adopted CT images. Results of implementing HSOFM indicate the high-quality
performance of this method with 95 % accuracy.

Conclusion: From the results we can conclude that there is an appropriate number of nodes and
clusters that is a more adequate choice than others depending on the properties’ intensity variance in
each processed image. The comparison between the two implemented methods figures out the
superiority of the HSOFM method over FCM. There are some limitations, such as the small size of
the abnormal regions as well as the interference of the abnormal regions with the normal regions of
the similar intensity that require applying advanced enhancement methods as an additional
preprocessing step.

Key words: liver abnormalities, FCM, HSOFM, MRI, CT.
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1.INTRODUCTION

The Liver is a big organ located at the upper right side within the abdomens. It occupies
a large region in the medical images of the abdomen [1]. The Liver is consisting of different
cell types. The Liver cells are: hepatocytes cells and bile ducts. The bile ducts carry the bile
from liver externally to the gallbladder or directly to the intestines. All the liver cell types
may be susceptible to many different types of tumors and to other types of lesions [2].
Liver malignant tumor is the fifth most widespread cancer. It carries a low survival rate [3].
Nevertheless, early detection of cancers and presenting effective treatment strategies can
enhance the overall survival rate [4].
Many medical scanning modalities are principal ways for early and fast diagnosis of the
existence of cancer, lesions and other abnormalities within any part or organ within the body
[5]. These types of imaging are: x-rays; computed tomography, (CT scan); magnetic
resonance imaging, (MRI); mammography; IR thermography; PET; SPECT and many others.
In this study, MRI and CT imaging type images were adopted to detect liver abnormalities.
MRI considers a non-invasive technique for scanning the internal structures and certain
aspects of function inside the body. MRI uses radio frequency waves with a controlled
magnetic field. It does not use ionizing radiation which makes it one of the safest imaging
techniques available. MRI scans is utilized to scan any part of the body, providing fine
detailed information; they present the changes between different types of tissue in a good
way [6].

Due to the importance of revealing tumors and other liver lesions, many researchers
presented their works in image processing for segmenting the medical images of the liver to
determine sites, areas, volumes and the abnormal regions shapes, besides any other important
information to assist getting an accurate diagnosis. Many segmenting approaches were
offered to perform this job, and most of these methods were equivalent giving promising
results [5,7]. Some of these studies employed clustering methods to segment the medical
images, while others suggested methods based on the texture. Besides, others adopted
‘artificial neural network’ methodologies and many other approaches, as in these references
[1, 3-5, 8-17]. In this study, we employed HSOFM "an unsupervised clustering artificial
neural network", and FCM algorithm, with the aid of different morphological operations for
segmenting purposes and to extract the abnormal regions in five MRI and four CT scan liver
images. In addition, FCM" unsupervised fuzzy clustering method" was implemented, and its
results were compared with the results of HSOFM. This work was achieved with the aid of
the programing MatLab environment.
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2. ARTIFICIAL NEURAL NETWORK (ANN)

Artificial neural networks (ANN) can be considered as parallel networks of many
cells, textual elements, or central nodes that simulate the biological learning and make
preliminary calculations. By adapting the weights of the links between nodes, learning is
achieved. Artificial neural networks are widely used in medical scanning for classification
(this means that training data is weighted and then the artificial neural network is used to
divide new data, and this type of training is called the "supervised method™). Additionally,
ANNs can be used as a "clustering technique” in an unsupervised manner. [18]. The
inspiration behind the advancement of neural network knowledge arose from the need to
develop an artificial system capable of achieving intelligent tasks similar to those
accomplished by the human brain. ANNs imitate the Haman brain in two ways: Neural
networks gain knowledge through learning and store the knowledge by learning processes
and storing what was learned within the strengths of communication between neurons known
as synaptic weights. The real strength and usefulness of neural networks lies in their ability to
represent linear and non-linear relationships and in their ability to learn these relationships
directly from the modeled data [19].

In this study, artificial neural networks of un-supervised training approach were used. The
network starting with training process of the dataset to adopting the outcome to classify the input data.
At this point, the "test input data" classification is achieved once the network has been trained on a
particular dataset. Classification is adopted at this stage. The assembly process is achieved through
this kind of ANN. In cases of aggregation, ANN collects observations in two main steps. In the first
step, the learning base is used to train the network on an accurate dataset. This step is called a training
or learning step. In the second step, notes are classified, and this step is called the reminder step.
ANNSs work with layers: the input layer consists of the nodes through which the data are entered. The
output layer produces output that the user can interpret. There can be other layers between these two
layers which are called (hidden layers). The output of each layer is an input of the next layer until the
reference reaches the output layers. [20]. (Self-Organization Feature Map, SOFM) SOFM works
by a feed-forward process, and this neural network is employed to segment medical images.
In its procedure, SOFM is different compared with other ANN in the sense that they utilized
a neighborhood function to reserve the " topological characteristics” of the input image space
[21]. The technique of employing a vector from the data space on the map is to catch the
closest node that possesses a weight vector to the vector from the data space and allocate this
node’s map coordinates to that vector. For all weight vectors, Euclidean distance is assessed.
The "best match unit'", (BMU) label is given to the neurons with a weight vector that is closer
to the input one. The BMU's weights and the following next neurons in the network are
modified to be as the input vector. The value of the change reduces with both distance and
time from the BMU. The updating formula for the neuron of some weight vector can be
written as [22]:

w; (t+1) = w; (t)+a(t) hg (OXE)-W(E) .o (1)
In which, w;(t) is the weight given to input x;, a(t) is a coefficient of the monotonically

decreasing learning, and h.;(t) represents the neighborhood function, it is considered as a
Gaussian function. The process is repeated a very large number of iterations. SOFM
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preserves the significant metric and topological relations of the primary data items. SOFM is
employed to partition the medical images [23, 24].

In this work, SOFM based on the highest peaks of the processed image histogram to get
the most adequate results and we called this technique histogram based SOFM," HSOFM "

3.FUZzY C-MEAN (FCM) ALGORITHM

FCM clustering method is a clustering process of an unsupervised approach; it
usually applied to solve many problems like feature analysis clustering and classifier design.
This algorithm, FCM, adopts the partial membership of each image pixel intensity and it
manipulates the image data, so that FCM method belongs to fuzzy logic. In FCM, there are
Blur (uncertain) groups and its algorithm is a grouping that allows a single piece of data to
belong to more than one blur group. As a result, the intermediate values that is a member of
one blur group are also a members of other blur groups in the same image but with different
values of the membership. FCM algorithm is a method of grouping that allows a single piece
of data to belong to more than one group. By FCM algorithm, the data set is clustered into
number of groups, say n groups and each point in the data set is belongs to each group to a
certain extent. In the FCM, a point that lies far from the center of mass will have a low degree
of membership in that group. Another point is that point located near the center of mass will
have a high degree of membership in that group. The centers of mass start with an initial
guess in order to determine each group's average location [25]. This algorithm requires a
large memory to gather the big data so that it may take a long time to apply FCM [26].

To gather pixels into one group exclusively approaches of hard grouping are used. However,
FCM allows points in more than one group based on grades of the membership, the
membership sum of each point in the given data sets must be equal. Let X = {X1, X2, Xa..., Xn}
be the set of the data pixels and C = {cu, Cz, Ca..., Cn} be the centers of the data set. The value
of the update membership and center of the cluster for each iteration are presented in

Equations (2) and (3) [27,28].
1

Jij = z - ceee
(@)(m>
dij
k=1

_on (u i)™ xi)
=Y, (—(u o ). 3)

2)

where dj; represents the distance between the i" data and the j" center, ¢ represents the
clusters' number, while m refers to the fuzziness index, [ represents the membership of the i
data to the center of mass j, n is the number of data points and cj represents the mass center j™

FCM method may preserve more information from the original image than hard segmenting
algorithms. The basic FCM objective function for dividing a dataset Xk N(K=1) into ¢
clusters is defined mathematically by. As show in Equations (4) and (5) [29]:

IM=Xig D=1 uy, IXk = vill? .. @
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where {v}izc1 are the centers or prototypes of the clusters and the array {uik}= (U) represents
a partition matrix satisfying

Ue {uik € [0,1]|X_; uik = 1,vkand 0 < Y¥_;u k< N,Vi}. . s
The parameter m is a fuzzy membership weighting exponent that controls the level of
fuzziness in the resultant classification. When high membership values are awarded to pixels
whose intensities are near to the centroid of their respective class and low membership values
are assigned when the pixel data is distant from the centroid FCM objective function is
minimized [29].

4. MORPHOLOGICAL OPERATIONS

Morphological operators are usually utilized in the image processing field. They are
desired because of their strong achievement in maintaining the signal shape, while submitting
the noise [30]. The morphology of the image provides a manner to join neighborhood and
distance information into algorithms. The basic idea of the mathematical morphology is that
it convolves an image with a specified mask denoted as a structuring element and binarizes
the result of the convolution using a specified function. The selection of the convolution
mask and the binarization function is subject to the specific morphological operator being
used [31]. Erosion and Dilation conceder the two essential morphological operations.
Opening and Closing are two processes derived from erosion and dilation. In the dilation
process, pixels are added to the boundaries of objects in the processed image, while erosion
eliminates pixels on the boundaries of the object. The number of pixels that are added or
eliminated from objects in an image depends on the selected size and shape of the structuring
element [32].

5. Materials and Methods

The main steps of this work are illustrated in Fig. (1). This work was achieved with
the aid of the programing MatLab environment.

A4

Y

A4

Fig. (1): Block diagram of the work (in the current study).
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The under study images are medical liver images are five MRI and four CT scan images
which were acquired from Iraqi local clinic/ Irag. Fig. (2) shows the images under study and
Table (1) presents the most important information of these adopted images.

ISSN: 2312-8135 | Print ISSN: 1992-0652

(b)
Fig. (2): The input images: (a) MRI and (b) CT (in the current study).
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6. RESULTS

The results of implementing HSOFM method on the liver images under study are
presented as follows:
6.1 MRI images

HSOFM was implemented on MRI images, that named Im1, Im2, Im3, Im4 and Im5,
with different number of nodes to figur out the most proper number of nodes. The following
figures presente the results of clustering and segmenting the adopted images with 5, 6 and 7
nodes for one image as an example .

e D T T e

ISSN: 2312-8135 | Print ISSN: 1992-0652

v .

1

ey ey

\aadamm analinimAdve

v .

!

Yy >

TTo0

(d)

P,

ol

L Fig. (3): The results HSOFM net on Im1 image with five, six and seven nodes.
- (a) segmented image, (b) discrete segments, (c) abnormality segment and

b (d) final refined extracted abnormality area (in the current study).
By

The results of segmenting the rest four images are presented in Fig. (4), where the first line
of images shows the input images Im2, Im3, Im4 and Im5 from left to right respectively,
second one is for the corresponding segmented images by adopting five number of nodes,
third one for six number of nodes and the last one is for the segmented images by adopting
seven number of nodes.
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Fig. (4): Results of implementing HSOFM on Im2, Im3, Im4 and Im5 images with five, six and seven
nodes (in the current study) .
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b~ The final refined abnormal regions were extracted from the segment that the abnormality
> belongs to, by applying additional processes, opening morphological process of structure
\[;- element with 'disk shaped' of different radius depending on the extra pixels in each image.
) Fig. (5) presents these results.
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Fig. (5): The refined extracting abnormal regions of Im2, Im3, Im4 and Im5 images for five, six
and seven nodes from first line of images to the last one. ( in the current study) .
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6.2 CT scan images
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As for MRI images, HSOFM was applied on four CT scan images, that named Im11, Im22,
Im33 and Im44 with different numbers of nodes to figure out the most proper number of nodes. The
following figures present the results of clustering and segmenting the adopted images with 4, 5 and 6
nodes.

Fig. (6): clustered HSOFM images of Im11, Im22, Im33 and Im44 CT scan with four, five and six
nodes (in the current study).

In Fig. (6), first line of images is for the input CT images, while the results segmenting the
adopted images with 4, 5 and 6 number of nodes are presented from line two to the last one
respectively.

Opening morphological process with a disk shape structure element of proper radius that
suitable for each case to get rid and refine the extra pixels that do not belong to the
abnormalities, were adopted to the resultant images, the segment that the abnormalities belong
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to. The refined abnormal regions are shown in Fig. (7) for Im11, Im22, Im33 and Im44 CT
scan images from the first column to the last one respectively.
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Fig. (7): The refined extracting abnormal regions of Im11, Im22, Im33 and Im44 CT scan images with

B four, five and six nodes from the first line of images to the last one (in the current study).

L

L. 6.3 The surface area assessment

In this stage, the final refined abnormal regions surface area, extracted by applying HSOFM, was
N

calculated and the results are presented in Tables (2) and (3) for MRI and CT scan images respectively.

Ty S D T

Table (2): Surface area values calculated for the extracted abnormal regions of MRI images with
different numbers of nodes.
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Surface area (pixels) A
Image Name. X
=
wm
Number of nodes )
-+
£
| -
[
five Six seven -
LN
m
Im1 6117 6342 6329 °:
Im2 6988 7505 7507 E\
Im3 357 328 263 >
Im4 703 1005 1291 A
Im5 1790 1627 1630 -

Table (3): The surface area values of the extracted abnormalities regions for CT scan images with
different number of nodes.

Py D T T ey S Ty S D T e ey 6T

Surface Area (pixels)
Image Name. Number of nodes

four five Six

Im11 1575 1536 1491

Im22 1897 1677 1468

. Im33 401 275 395

B Im44 8619 7297 7614
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6.4 Radiologist delineation

The images under study were submitted to a radiologist for manual delineation of the abnormal

regions to get a groundtruth in order to investigate the effeciencity of our proposed technigue.
Figs.(8) and (9) presented the steps of getting the final abnormal extracted regions of the
radiologist delineation.
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(c)
Fig.(8): Radioligist delineation of abnormal areas in MRI images: (a) images with delineation, (b) the
contour of abnormalities delineation and (c) the abnormal regions depending on the radiologist's
delineating (in the current study).
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(c)
Fig.(10): Radiologist delineation of abnormal areas in CT images:(a) images with delineation,
(b) the contour of abnormality delineation and (c) the abnormal regions depending on the doctor's
delineating in the current study).

The surface area of the extracted regions in Figs. (8-c) and (9-c) were calculated and
presented in the second column of each adopted number of nodes in Tabels (4 and 5). The
percent relative differences among them were caculated and presented in Tables (4 and 5).
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Table (4): The percent relative differences of the proposed method and the radiologist for MRI images. gr'\
o
Surface area (pixels) §
"[;;., Number of nodes a
' Image - 2
E Name | radiologist =
) AEEEITEN five six seven x
resultant —
; area relative m
relative relative differenvse - =
,F HSOFM differense % HSOFM % HSOFM dlffeg/ie)nvse O,g
'3, Im1 6200 6117 1.338 6342 2.290323 6329 2.080 ﬁ
o Im2 7628 6988 8.390* 7505 1.61248 7507 1.586 =
.. Im3 361 357 1.108 328 9.141* 263 27.146* A
Im4 1243 703 43.443 * 1005 19.147* 1291 3.861 -

Im5 1601 1790 11.805* 1627 1.623 1630 1.811

* refers that the number of nodes is not appropriate for the corresponding image.

Table (5): The percent relative differences of the proposed method and the radiologist for CT scan
images.

ey D [T e ey €y

Surface area (pixels)
Number of nodes
Image
. Name radiologist
B delineation four five six
resultant area

i HSOFM | . felative HSOFM siftative | HsoFm differemse
- Irrerense % Itrerenvse % %
= Iml1l 1591 1575 1.005 1536 3.456 1491 6.285*
C Im22 1710 1897 10.935* 1677 1.9298 1468 14.152*
i Im33 273 401 46.886* 275 0.732 395 44.688*
b. Im44 7381 8619 16.772* 7297 1.138 7614 3.156

* refers that the number of nodes is not appropriate for the corresponding image.

By close inspection of Tabels (4 and 5), it can be concluded that, there is an
approporiate number of nodes that is adquate for segmenting each adopted image
according to the intensity variance of the component inside each of them. The percent
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relative difference among the results of the implemented method and the work of the
radiologist are from 1.108% to 3.861% for MRI images and the range from 0.732 % to
3.456 % for CT scan image. The pereformance accuracy of HSOFM to segment and
isolate abnormal regions within adopted liver images was calculated by finding the ratio of
segmented images to the total input images, and it was found 95%.

6.5 FCM clustering method

In this step of work, fuzzy c-mean, FCM, an unsupervised clustering method was
implemented to investigate its performance and to compare its quality with HSOFM
algorithm depending on the percent relative difference. This method was implemented on
the same CT scan and MRI images (Im11, Im22, Im33 and Im44), and (Im1, Im2, Im3 ,
Im4 and Imb5) respectively.

ISSN: 2312-8135 | Print ISSN: 1992-0652

6.5.1 The results of CT scan images

FCM method was implemented on the four CT scan images with different numbers of
segments to investigate the proper number that enables getting the best isolation of
abnormalities. Fig. (11) presents the results of this step with numbers: 3, 2, 4 and 3 of the
four images respectively from the first image in the first line to the fourth image in the
fourth line.
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Fig. (11): clustered FCM images of Im11, Im22, Im33 and Im44 CT scan with 3,, 2,4 and 4 clusters
respectively from first line to the last one (in the current study).
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In Fig. (11), the input images are in the first column, the clustered images are in the second
column, the discrete clusters are in the third column, the fourth column shows the cluster of

T

L abnormal regions, while the last column presents the final extracted abnormal region

b

<

[;- 6.5.2 The results of MRI images

b In this section, FCM method was applied to the five MRI images with different number of

clusters to investigate the proper number that enable getting the best isolation of
abnormalities. Fig. (12) presents the results of this step with cluster numbers: 5, 4, 3, 3 and
3 of the five images respectively from the first image in the first line to the fifth image in
the fifth line.
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:; Fig. (12): Clustered FCM images of Im11, Im22, Im3. Im4 and Im5 MRI images with 5, 4, 3, 3 and 3
e clusters respectively from first line to the last one (in the current study) .
= In Fig. (12), the input images are in the first column, the clustered images are in second

column, the discrete clusters are in the third column, the fourth column shows the cluster of
abnormal regions, and the last column shows the final extracted abnormal regions.
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The abnormal regions were extracted by implementing FCM with different number of
clusters and the clusters numbers: 3, 2, 4 and 3 found the best ones of Im11, Im22, Im33
and Im44 CT scan images respectively. The areas of these extracted regions were estimated
and the percent relative difference was calculated. Table (6) presents these values with a
comparison with results of HSOFM.

Table (6): presents a comparison of the surface area values of the abnormal regions of CT scan images by
implementing FCM and HSOFM with the proper number of clusters and nodes.

ISSN: 2312-8135 | Print ISSN: 1992-0652

Surface area (pixels)
Image CT images
Name | radiologist
delineation
resultant :
HSOEFM . relative FCM relative
area d o
ifferense % differense %
Im11 1591 1575 1.005 (4) 1805 13.450 (3)
Im22 1710 1897 1.9298 (5) 1784 4327 (2)
Im33 273 401 0.732 (5) 331 21.245* (4)
Im44 7381 8619 1.138 (5) 9379 27.069* (3)
(..) refers to the best number of clusters.
“refers the high relative difference
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In the same procedure, the abnormal regions were extracted by implementing FCM with
different numbers of clusters and the clusters numbers: 5, 4, 3, 3 and 3 found the best ones
for Im1, Im2, Im3, Im4 and Im5 MRI images respectively. The areas of these extracted

T

> regions were estimated and the percent relative difference were calculated. Table (7)
presents these values with a comparison with results of HSOFM.
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Table (7): presents a comparison of the surfce area values of the abnormal regions of MRI images by
implementing FCM and HSOFM with the proper number of clusters and nodes.

From the Tables (6 and 7), by implementing FCM clustering, the percent relative
difference was in the range from 0.724% to 4.370 % for three MRI images, while for CT
scan images, the percent relative difference was 4.327 % for one of the adopted CT images.
The comparison among the results of the two implemented methods, HSOFM and FCM,
figures out the superiority of HSOFM method over FCM algorithm.

~
-y
o
Al
o
o
< Surface area (pixels) -
" 2
- +
L Image MRI images =
< Name | radiologist i
E delineation relative A
resultant relative N
ﬁf area HSOFM differense % | FCM differense % 0
[‘ A
L MmN
f Im1 6200 6117 1.338 (5) 5929 4.370 (5) >
|: Im2 7628 6988 1.586 (7) 4232 44.520" (4) 51
E Im3 361 357 1.108 (5) 264 26.869" (3) o
' Im4 1243 703 3.861 (7) 1234 0.724 (3)
In Im5 1601 1790 1.623 (6) 1623 1.374 (3)
£ (..) refers to the best number of clusters.
: “refers the high relative difference
G
f

7. DISCUSSION

In this study, HSOFM unsupervised artificial neural network and FCM clustering algorithm
were implemented to segment and isolate the abnormalities in MRI and CT scan liver
images and extracting the refined regions by the aid of morphological opening operation
with different sizes of the adopted disk shape structure element. The findings indicate the

!

Y >

1

; high quality performance of HSOFM applied technique with an accuracy of 95%. We can
c conclude from the results that is an appropriate number of nodes that are more adequate
- choices than others depending on the properties intensity varians in each processed image. As
b well as, there is a high agreement with the groundtruth (radiologost delineation) with percent

relative difference that ranged from 1.108% to 3.861% for MRI images and ranged from
0.732 % to 3.456 % for CT scan images. By implementing FCM clustering, the percent
relative difference was in the range from 0.724% to 4.370 % for three MRI images, while for
CT scan images, the percent relative difference was 4.327 % for one of the adopted CT
images. The comparison between the two implemented methods HSOFM and FCM figures
out the superiority of HSOFM method over FCM.
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8. LIMITATIONS

There are some limitations such as the small size of the abnormal regions that wanted to be
extracted as well as the interference of the abnormal regions with the normal regions of the
similar intensity that requires applying advanced enhancement methods as addition
preprocessing step.

9. CONCLUSIONS

From the results we can conclude that there is an appropriate number of nodes and clusters
that is more adequate choice than others depending on the properties intensity varians and
other characteristics in each processed image when implementing HSOFM and FCM. The
comparison among the two implemented methods figures out the superiority of HSOFM
method over FCM with accuracy 95%..

10. RECOMMENDATIONS FOR FUTURE WORKS

Recommendations for future works can be summarized as employing other segmentation
methods to compare their performance with HSOFM technique like K-Means, Mean shift,
Region growing and watershed to figure out the superiority of them in extracting abnormal
regions in medical images of different modalities. As well as, this comparison can be done
for different organs images of different images modalities.
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