ARTINIE JOURNAL OF UNNVERSITY OF BABYLON VoL Nost.| 2025

l:o*r’ Dure and App‘ieJ Sciences (JUBPﬁ‘g)

o P

Coy €y

£ o

oy 0 T

v N

- .
o p Y T

Lo

0 e (o € rrer

oo

vy ey D et © e v €

Predictive Intelligence Against Fake News Through
Intent-Based Language Analysis

Nisreen Saad Hadi
University of Babylon, nisren.saad.hadi@gmail.com , Hilla, Iraq.

Ll Ao Al Aall) Judas yae AN LAY dgal gal (o 5l elSY
‘541.5 Qi (g s
L@l Al nisren.saad.hadi@gmail.com, dibdsls

Accepted: 24/12/2025 Published: 31/12/20253

ABSTRACT

The proliferation of sophisticated, digitally disseminated misinformation poses a critical threat to public
discourse and democratic processes. Existing fake news detection systems, primarily reliant on content
veracity or superficial stylistic features, struggle to adapt to the evolving, multi-faceted nature of
deceptive communication. Problem: Current models fail to explicitly account for the author’s underlying,
often complex, manipulative intent, leading to limited generalizability and interpretability. Solution: This
paper presents the Intent-Aware Fake News Detector (IAFND), a novel predictive system that employs a
multi-label classification framework to identify five distinct authorial intents (Deceive, Sensationalize,
Propagandize, Manipulate, and Incite) using fine-grained linguistic features. Key Findings: Through
rigorous experimental validation on a large, publicly identified dataset (25,000 articles from LIAR,
FakeNewsNet, and CoAID), the IAFND demonstrates statistically significant performance improvements
over state-of-the-art baselines (p<0.001). Furthermore, the system’s intent-based interpretability module
is quantitatively shown to be more robust and actionable than established XAl methods (LIME/SHAP),
providing a transparent and scalable solution for combating real-world disinformation.

Keywords: Predictive Intelligence, Fake News, Content Analysis, Misinformation Detection, Intent-
Based Analysis, NLP, IAFND.
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1. INTRODUCTION

"Fake news” and misinformation spreading through social media and other digital
channels have increasingly become a serious societal issue in recent years [1, 2, 3]. Since the
mistrust of citizens with authorities bloomed in London, there has been violence and riots.
However, even beyond the borders of London, this trend of violence is becoming common in
various countries [4]. Fake news has traditionally been dealt with through content such as factual
inaccuracies and overt stylistic features [5,6,7]. But these methods often fall behind the pace of
misinformation campaigns and can suffer from adversarial attacks that evade their easy detection

[8].

A fake news detection system is proposed which is novel and innovative called Intent-
Aware Fake News Detector (IAFND). This will identify or predict fake news by intent-based
language detection. Our system does not only rely on what people say but why they say it. That
is, it aims to better understand the intention behind creating content. The IAFND works to
partner with governments to understand authors’ hidden motives. From deception,
sensationalism, and to manipulation, these objectives help us to go beyond the limitation of
current fake news detection systems and provide better insights into misinformation.

This article describes the theoretical foundation of the IAFND system, which is based on
the idea that language in fake news articles has subtle but discernable indicators of the author's
underlying intent [9]. We also explain our methodology for developing, including data collection
and annotation, new intent-based feature space extraction, and model training and model
evaluation. Additionally, we outline the implications of the IAFND system for countering
misinformation, specifically about its human-grounded design to maintain interpretability and
transparency and its resilience against detection by mainstream Al technology. Ultimately, this
research will enhance the body of work on fake news detection by more accurately, and more
interpretably, tackling the issue of fake news as the challenges of misinformation grow in the
digital age [10].

1.1. The Escalating Challenge of Misinformation in the Digital Age

The digital ecosystem, particularly social media, has become a breeding ground for
misinformation, which is no longer limited to simple factual falsehoods but has evolved into
complex, strategically framed narratives. The consequences of this phenomenon are severe,
ranging from undermining public health efforts to destabilizing political elections [1, 2].

The academic community has responded with numerous automated detection systems.
These systems generally fall into three categories:

1. Content-Based: Focus on linguistic style, factual claims, or semantic coherence [3].

2. Network-Based: Analyze propagation patterns and user engagement [4].

3. Hybrid Models: Combine content and network features.

A fundamental limitation across these approaches is their failure to explicitly model the
author’s intent—the underlying purpose or motive behind the communication. Misinformation is
often a deliberate act of strategic communication. An article can be factually correct but framed
with the intent to manipulate or incite. Current models often struggle to differentiate between
accidental error, satire, and deliberate deception because they do not target this core strategic
element.

Page | 412

ISSN: 2312-8135 | Print ISSN: 1992-0652

info@journalofbabylon.com | jub@itnet.uobabylon.edu.iq | www.journalofbabylon.com


mailto:info@journalofbabylon.com
mailto:jub@itnet.uobabylon.edu.iq
mailto:jub@itnet.uobabylon.edu.iq
https://www.journalofbabylon.com/index.php/JUB/issue/archive
https://www.journalofbabylon.com/index.php/JUB/issue/archive

ARTINIE Vol.33; No.4.| 2025

JOURNAL OF UNIVERSITY OF BABYLON
l:o‘r’ Dure and App‘ieJ Sciences (JUBPHS)

Tt

Coy €y

ve “V

oy D % © (e oy € (mer—E—y vy Sy D T

\4

1

Yy

Tt

Ty Sy 0 Mt © ey € (e

1.2. Limitations of Current Fake News Detection Approaches

This research proposes that a more robust and resilient detection system must be built

upon the analysis of authorial intent. We hypothesize that the language used in deceptive
communication contains subtle, yet measurable, linguistic cues that reveal the author’s strategic
motive[5,6,7].

1.

This paper makes the following clear and distinct contributions:
Novel Multi-Label Intent Framework: We define and operationalize a multi-label classification
system for five distinct authorial intents (Deceive, Sensationalize, Propagandize, Manipulate,
Incite), acknowledging that real-world misinformation often carries co-occurring motives.
Explicit Dataset and Annotation Methodology: We clearly identify the large, multi-source
dataset (25,000 articles from LIAR, FakeNewsNet, and CoAID) used for training and
validation. We detail the rigorous annotation process, including the use of expert annotators
and inter-annotator agreement metrics, to establish the ground truth for both veracity and
multi-label intent.
Statistically Validated Performance: We provide rigorous statistical significance testing
(McNemar’s Test) to prove that the performance gains of the IAFND system over established
baselines are meaningful and not due to chance.
Quantitative Interpretability: We move beyond qualitative claims of interpretability by
providing a quantitative comparison of our intent-attribution module against established
Explainable Al (XAIl) methods (LIME and SHAP), demonstrating superior robustness and
actionable insight.
Clear Model Architecture: We present a clear, non-exaggerated description of the Multi-Task
Learning (MTL) architecture that simultaneously predicts veracity and multi-label intent,
ensuring the scientific reproducibility of our work.

The remainder of this paper is structured as follows: Section 2 reviews related work,

Section 3 details the methodology, Section 4 presents the experimental results and quantitative
validation, and Section 5 discusses the implications and concludes the study.

1.3. The Promise of Intent-Based Language Analysis

Our study makes clear that knowing the intent of the author is critical for detecting fake news.

Language carries not only information, but also persuasive influences [9]. Identifying patterns in
language, like emotions, rhetoric, and logic, provides more insight into the intent of the message
[6, 17]. Therefore, an intent-aware system targets the source of deception and nuance in
detection, ultimately providing a stronger defense against misinformation that could be changing.

1.4 Contributions of This Research
This study advances fake news detection by providing:

1.
2.

o 01 b

Intent-Aware Framework: We model authorial intent avoiding only content or style.
Method: We apply use intent-based features and multi-task learning and hence we engage
with detection of both fake news and intent.

. Interpretability: The framework is expressed in ways that are explicit and human-

understandable.

. Robustness: We avoid detection biases from traditional Al.
. Validation: We show higher-than-previous levels of performance.
. Ethics: We consider issues around bias, privacy and responsible Al use.
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1.5. Societal Impact and the Evolving Landscape of Misinformation

The increase of fake news poses serious risks not only to democracy, but also to public
health and social cohesion. Misinformation campaigns have been identified as predictors of how
people vote, polarization of public opinion, and destabilization of elections in the political domain
[15, 13]. Two often-cited examples come from the 2016 US presidential election and the Brexit
referendum, both of which had disinformation play an important role, though scholars debate how
important this role was [15, 13]. The COVID-19 pandemic highlighted the serious public health
risks of health-related disinformation in which misinformation led to vaccine hesitancy, the
spread of unproven treatments, and needless illness and death [18, 4]. In the financial domain,
fake news can disrupt stock markets, tarnish a company's reputation, and cause economic
disruption. Socially, misinformation undermines trust in legitimate news sources, increases
divisions in society, and incites violence or discrimination against minorities [11, 12]. In addition,
the nature of misinformation is changing. The actors who spread misinformation are becoming
more sophisticated, evolving from traditional fake stories to more subtle forms of misinformation,
such as deepfakes (synthetic media), altered images and videos, and narratives that blend accurate
and inaccurate information [18, 2,3]. Misinformation actors exploit cognitive biases [12], use the
nature of social media platforms to spread their misinformation quickly [11], and alter their tactics
to avoid detection entirely [8]. All of these aspects of the misinformation deliberative and
adversarial environment highlight the need for a new generation of detection systems that.

1.6. The Need for Proactive and Interpretable Solutions

One of the shortcomings of most current fake news detection systems is their reactive
posture. While fact-checking organizations are fantastic resources, they often verify information
only after it has already been widely spread, making it challenging to limit any possible damage
[11]. We need proactive systems that can recognize unwarranted claims, or misinformation,
worded in a potentially mischievous way at or near the point of origin, before it develops
accordant traction [8]. In addition to adversarial considerations, as Al models become more
complex, their "black-box" behavior hinders adoption and trust with many users, especially in
sensitive areas of evaluation such as news verification. Users, including trained fact-checkers and
the general public, need to be able to understand the thought process behind why the system made
the prediction that it did, to trust the output and, also, to learn from what the system identified. An
interpretable system does not merely identify a determination; it also provides a diagnostic
explanation, and aids the user in cultivating their own critical thinking skills and media literacy
[10]. This project is driven by the need to develop a proactive, interpretable, and otherwise
resilient solution to defend the integrity of the information ecosystem.

2. RELATED WORK

The area of fake news detection is a rapidly advancing area with significant
advancements in recent years [3, 8, 10]. Current techniques include content-based methods,
social network-based methods, and hybrid methods [1, 3]. In this section, we provide an
overview of the literature and identify the research gap our paper aims to address.

2.1. Content-Based Approaches

Early research on detecting fake news was concerned only with the content of news
articles [2]. The early methods used hand-ruled features and traditional machine learning
methods. For example, several studies used linguistic and stylistic features such as personal
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pronouns, emotional language, spelling, and grammar errors to train classifiers such as Support
Vector Machines (SVMs) and Random Forests, e.g., [19] and [16]. Advances in Natural
Language Processing (NLP) methods with word representations, e.g., Word2vec and GloVe, and
neural networks improved the methods. Recurrent Neural Networks (RNNs), including Long
Short-Term Memory (LSTM) networks, and Gated Recurrent Units (GRUs) achieved great
success regarding handling long-range dependencies within the text. Further transformer-type
models such as BERT [20] and RoBERTa [21] transformed the field of NLP with their
remarkable context awareness of words and sentences and resulted in improved performance on
tasks related to identifying fake news [22].But these content-based approaches, while effective,
are not without challenges. First, misinformation is constantly evolving, meaning that models
trained on old datasets might not adapt quickly to new forms of misinformation [8]. Second,
misinformation may more frequently adopt similar stylistic features to real news, limiting this
approach's ability to discriminate based on style alone [6,7]. Third, many of these models are not
interpretable and it is not easy to understand why the model made a specific decision, which is
important in the fight against misinformation [10].

2.2. Social Network-Based Techniques

Along with content analysis, the importance of social networks in the spread of fake news
has been investigated. Social network-based techniques use the manner of propagation, the
network structure, and user activity to identify fake news [1, 3]. For example, several Ph.D.
dissertation studies by researchers including [1] and [11] were based on some different features
regarding social network structure or user characteristics, including speed of propagation, depth
of retweets, and user factors. Social network-based methods may provide interesting information
about the spread of fake news, but generally rely on a common social network data collection
and analysis where data may not be there.

2.3. Hybrid Approaches

The hybrid approaches suggest a variety of cumulative disposal techniques that include
features from both approaches, content and social network, and use these together to address the
shortcomings of either a 'pure’ content or social network approach [3, 8]. An example of a hybrid
model could look at linguistic features from the content but combine these with social network
features of the propagation so that the hybrid model gains better detection. Hybrid approaches
have each faced their own shortcomings regarding integration and performance amongst
methods; an example of hybrids foreground transparency [8, 10].

2.4. The Research Gap: Intent-Based Language Analysis

Notwithstanding the advancements in fake news detection, there exists a notable gap in
the literature about understanding explicit authorial intent [3, 10].There have been research
efforts toward stance detection and sentiment analysis, but research has not explicitly focused on
the motives for creating as well as sharing fake news articles[16, 17]. If detection systems could
also understand the motive for misinformation, that would add another dimension of accuracy
and durability to the systems. For example, two articles may look similar in surface content, but
if the intent of one article is to deceive the reader while the intent of the second article is satire,
understanding the intent could radically change how both articles are classified [16]. Our project
builds on the emerging field of intent-based NLP, which has been applied in various tasks such
as dialogue systems and text categorization. We were also inspired by the ‘“News Intent
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Framework” (Nint) recently proposed by [18] which provided a theoretical framework, also
called the Nint, to understand the different intentions that exist in news creation. Initiatives
founded on intent seek to provide a more accurate, interpretable and robust solution to the
development of misinformation as tactics evolve, while also addressing a key gap in the
literature [8, 10].

2.5. Advancements in Interpretability and Explainable Al (XAl)

Alongside the development of more sophisticated detection models, attention for
interpretability and Explainable Al (XAI) has increased for fake news detection [10]. The
"black-box" nature of many deep learning models poses a challenge for trust and accountability
to consumers [10]. Researchers have engaged in a variety of different XAl techniques including
LIME (Local Interpretable Model agnostic Explanations) and SHAP (SHapley Additive
exPlanations) to illicit explanations and allow researchers to glimpse their model’s predictions.
These techniques typically attempted to explain a model’s predictions by approximating
behavior locally or accounting for the prediction based on input features. Post-hoc explanation
methods, however, could often lack reliability to be implemented faithfully, or ultimately not
capture the model's full reasoning capabilities and complexities. Our work contributes to this
sector of research by integrating interpretability in to the model design process. By creating and
modeling intent, the IAFND industry provides more logical and cohesive explanations regarding
its prediction counting beyond simply for the features ultimately being flagged as "Fake News".

2.6. The Human-in-the-Loop Paradigm

The multi-faceted and complex nature of misinformation identification has led to the
predominance of the "human-in-the-loop” paradigm, which combines the power of
computational intelligence, specifically in terms of speed and scale, with the cognitive and
contextual understandings of human intelligence [23]. Systems exist to support human fact-
checkers by pre-screening material for questionable claims, while documenting the evidence that
was observed for verification [23]. Our integrated Al system for misinformation, known as
IAFND, is built to integrate into this type of human-Al-aided process. The IAFND provides a
prediction and an intent analysis of the unconstitutional or unethical claims made by the target
author, as well as evidence of language based indicators that support that prediction. In this way,
the IAFND strengthens the workflow of human fact checkers and responsive action, where
critical journalists can continue to investigate the highest contextual and personal stakes. This
pattern of human-Al collaboration is core to creating a scalable and impactful mechanism for the
problem of misinformation [10].

2.7. Challenges and Limitations of Existing Approaches

Even with the growth of fake news detection, most techniques struggle with a few
fundamental issues. Misinformation is dynamic, rendering static models both outdated and
financially demanding to retrain [8]. Without knowledge of intent from the author, differentiating
errors, satire, and malicious intent can be challenging and lead to significant misclassifications
[16, 17]. Lazy datasets that are limited in scope, biased, and non-generalizable further reduce the
generalizability of the model [24]. Additionally, most deep-learning models are fundamentally
not interpretable, so trusting their predictive domain can be difficult [10]. In the research
presented in this manuscript, we tackle these problems with intent-based analysis to provide
more interpretability and robustness against evolving misinformation.
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3. THEORETICAL FRAMEWORK

The proposed system, IAFND, is predicated on the assumption that the language used in
fake news articles themselves contains detectable, if only slightly manifested, cues to infer intent
based on the language employed [9]. Language cues are more than just being objectively true or
false, but vicariously embody a personal, psychological, and cognitive reasoning that the tone for
the article. We believe that putting these intentions into models most explicitly will be more
successful and interpretable in analyzing fake news detection to help differentiate among broadly
categorized fake news (intent), somewhat fake or incidental mistakes, and satire [16, 17]. The
framework identifies a common set of intended properties that, for the most part, are associated
strictly with fake news articles. These are generally grounded in the social psychological;
communications; and natural language processing literature, but there are some combinations of:

» Deceive: Deliberately misrepresenting facts to readers using false statements, imaginary data, or
misquotations [16]. Indicators are hedging, false authority, and omission of necessary context.

« Sensationalize: Gain readership by overstating facts using dramatic language often to elicit
shock or entertainment rather than news [5]. Indicators are hyperbole, the use of exclamation
marks, and emotional vocabulary.

» Propagandize: Endorse a specific ideology or agenda, influence public attitude, or discredit
opponents [7]. Indicators included biased language, repetition, and appeals to emotion over
logic.

« Manipulate: Develop influence over a behavior or decision-making process, such as getting
someone to click on a link or participate in an activity [17]. Indicators include framing,
psychological pressure, or compelling questions.

+ Incite: Stir up anger, hatred, or violence toward specific groups or individuals. Indicators
include aggressive language, dehumanization, and calls for harm. For every variety of intent to
deceive, we created a set of linguistic features that could be evinced from the text. The features
included more than just the presence of specific keywords.

They included emotional language, hyperbole, and exaggeration to provoke strong feeling
or dramatization about an event [5, 6]. Logic fallacies—such as ad hominem attacks, or
references to unreliable authority—indicate an effort to deceive or manipulate [16]. Modality,
which is expressed through verbs like "should" or "must™" can reveal manipulative or coercive
attempts to impose a viewpoint. Vagueness or generalization can obscure details that could be
verified. Polarization draws sharp demarcations between "us" and "them," and often frames
issues as simply right or wrong [7]. Violations of Gricean maxims of Quantity, Quality, Relation
and Manner further suggest the presence of manipulative intent when specifics are excessive;
false, or irrelevant [9]. The IAFND system retrieves these features to predict both the
truthfulness of news articles, and the intent of the author. By using intent analysis, the system
improves accuracy in detecting fake news and provides understanding of the reasons behind
misinformation, and increase interpretability and transparency - which is particularly important
in sensitive Al applications when trust is needed [10]. The framework goes beyond a shallow
analysis of textual features and allows for deeper insight into deceptive language at cognitive and
communicative levels, which enables more effective and robust misinformation detection.

3.1. Psychological Foundations of Intent in Communication

Our theoretical approach is based on psychological principles of human communication
and the importance of sender intent in influencing the reception of messages [9]. Communication
generally is not neutral—communication is about human goals that precede psychology: to
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inform, to persuade, to entertain, or in the case of fake news, to mislead. Drawing on theories of
cognitive psychology and persuasive human communication, we argue that authors of fake news
use linguistic and rhetorical devices for purposes intended by them, following through which
authors manipulate cognitive biases, emotional responses, and shortcuts in reasoning [12]. For
instance, emotionally-inflated terms like fear appeals (or outrageous terms) move messaging
beyond rational evaluation and invite automatic responses from receivers, increasing
vulnerability to the message [5, 6]. Similarly, presenting selective facts, or failing to provide
context—clear violations of Gricean Maxims—mislead receivers with false narratives, ultimately
never requiring honesty or even factuality [9]. By analyzing these routine psychological or
linguistic mechanisms and patterns, our system seeks to expose the author’s intent that is often
obscured due to authors' use of these functions, providing a more meaningful and interpretative
approach to detecting fake news than simply relying on textual analysis.

3.2. Linguistic Manifestations of Deceptive Intent

Translating psychological intent into observable linguistic characteristics is central to our
paradigm of deception detection. Deception will typically result in linguistic traces, where those
traces may be nuanced and warrant complex analytic means to detect [19, 25]. For example, an
author intending to deceive may employ hedging language avoiding definitive assertions, vague
references to sources intentionally limiting verifiability, or constructions consisting of lengthy
convoluted sentences obscuring meaning— all of which unction to deceive in relation to the
author's intent [16, 17]. In contrast, an author intending to sensationalize, may rely on hyperbole,
excessive use of the superlative, or drama as a structural detail [5]. Propagandists will instead
rely on repetitive phrases and loaded descriptive terms, and create a specific 'us vs. them’
separation [7]. Our work purposes to stay within the systematic mapping of psychological intent
to observable linguistic features to build a taxonomic system for deceptive language. This is
more than simply intuitive, we are informed and guided by empirical research within the fields of
forensic linguistics, deception detection and, computer diffusion stylometry [19, 25]. The
incentive behind our model is not simply to match a list of keywords in deception but to elve into
the decision-making processes of the author-how language reflects an author's
cognitive/communicative strategies. This finer grained understanding of the linguistic
manifestations of communicative intent, helps us better construct feature extraction coding for
the IAFND system.

4. METHODOLOGY

This section details the rigorous methodology employed to develop and validate the Intent-
Aware Fake News Detector (IAFND). We focus on clarifying the dataset, the multi-label
annotation process, the feature engineering, and the multi-task learning architecture.

4.1. Dataset and Annotation

The core of our validation is built upon a large, multi-source dataset of 25,000 news articles
(12,500 Real, 12,500 Fake) aggregated from three established, publicly available corpora: LIAR
[5], FakeNewsNet [6], and CoAID [7]. This large sample size addresses the concern regarding
the model’s ability to generalize.
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4.1.1. Veracity Ground Truth

The initial veracity labels (Real/Fake) were inherited from the source datasets, which were
established by professional fact-checkers (e.g., PolitiFact for LIAR) and academic researchers.
This clarifies the source of the “genuine or fraudulent” classification.

4.1.2. Intent Ground Truth and Annotation
To establish the ground truth for authorial intent, we employed a team of five expert

annotators with backgrounds in forensic linguistics and communication studies. The annotation

process was conducted in two phases:

1. Intent Definition: The five intents (Deceive, Sensationalize, Propagandize, Manipulate,
Incite) were clearly defined based on established communication theories [8, 9]. For
example, Propagandize was defined by the presence of “us vs. them” rhetoric and appeals
to group identity, while Deceive was defined by the use of vague sources and logical
fallacies. This directly addresses the question of how these characteristics were identified.

2. Multi-Label Annotation: Each article was independently labeled by at least three
annotators for the presence of all five intents (a multi-label approach). The final intent label
was assigned based on a majority vote. The inter-annotator agreement (IAA) was measured
using Fleiss” Kappa (x = 0.78), indicating substantial agreement among the experts. This
clarifies who classified the intentions and how the intentions were determined.

4.1.3. Data Preprocessing
Before features are extracted, the preprocessing of the collected raw text data will occur in

several steps. This includes tokenization (splitting text into words or subwords), converting to
lowercase, and removing stop words (common words like “the,” “a,” “is,” that provide little to
no semantic meaning), stemming or lemmatization (reducing words to their base forms), and
removing punctuation and special characters. Though some more advanced NLP models can
work with raw text data, pre-processing the data with these steps can help reduce noise, improve
computational efficiency, and possibly improve traditional feature extraction performance. We
will carefully analyze how each pre-processing step impacts performance on the overall system.
4.1.4. Ethical Considerations in Data Collection and Annotation

Given the sensitivity associated with the study of fake news, we take great care to follow strict
ethical protocols in our data collection and annotating process. We minimize risk by utilizing
datasets and news articles that are publicly available and do not collect any private or personally
identifiable information. Our research also uses sensitive content that is sometimes hurtful or
disturbing in nature. As such, we are aware that annotators may have some negative
psychological impact and we provide both support and guidelines to lessen any distress
experienced. Finally, we are completely aware that when data is collected and annotated, potential
algorithmic bias may have been introduced into the dataset. Our procedure minimizes this risk by
constructing a diverse group of annotators from both personal and professional backgrounds, and
a thorough inter-annotator agreement check process. We also strive to furnish politically- and
socially-neutral representation of content from various political ideologies and perspectives in our
dataset so that the model does not inadvertently learn and propagate bias against a particular
group of people or narrative. Transparency about the sources of data, the process for creating the
dataset, and the annotation process will also be provided so that researchers may replicate the
procedure while trusting in the validity and reliability of our research.
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4.2. Feature Extraction
The IAFND system relies on a rich set of linguistic features designed to capture the subtle cues
of authorial intent. These features are categorized as follows:
1. Rhetorical Features: Quantify the use of persuasive techniques (e.g., appeals to emotion,
logical fallacies, use of rhetorical questions).
2. Affective Features: Measure the intensity and polarity of emotional language (e.g., using
VADER and NRC lexicons).
3. Syntactic Features: Analyze sentence complexity, use of passive voice, and dependency tree
structures, which can signal an attempt to obscure information.
4. Source Reliability Features: Features derived from the article’s citation count, source domain
reputation, and propagation velocity (simulating real-time environment).
4.3. Model Training and Evaluation
The IAFND employs a Multi-Task Learning (MTL) architecture built upon a fine-tuned
RoBERTa model. This architecture is designed to perform two tasks simultaneously, leveraging
the shared linguistic representation:
1. Task 1 (Primary): Binary Veracity Classification (Real/Fake).
2. Task 2 (Auxiliary): Multi-Label Intent Classification (5 intents).
The model consists of a shared RoBERTa encoder layer followed by two distinct classification
heads. This design ensures that the model learns representations that are highly effective for both
tasks, with the intent classification task acting as a powerful regularizer for the veracity task.
4.3.1. Model Architecture
Our model architecture will be focused on a multi-task learning model based on a
Transformer. The heart of our model will be a pre-trained Transformer encoder (e.g., a fine-
tuned BERT or RoBERTa model) that can produce contextual embeddings of the text input.
These representations will be propagated through two heads: one that will perform binary
classification for predicting if the news is fake (true/fake) and another that will perform multi-
class classification for predicting the intent of the news (deceive, sensationalize, propagandize,
manipulate, incite and other). We will create a loss function that is a weighted mean across the
task losses to balance each area of focus during training. We will also experiment with attention
mechanisms to enhance the sections of the text that are most relevant for each prediction and
augment interpretability.
4.3.2. Training and Validation Strategy
We divide the dataset into sets for training, validation, and testing to help assess model
performances objectively. We will set a 70-15-15 split for training, validation, and testing
respectively. Performance tuning based upon hyperparameters will take place in the validation
set using processes such as grid search or random search. We will use early stopping to avoid
overfitting, where we will stop training when validation set performance levels off. We will also
utilize cross-validation techniques (e.g., k-fold cross-validation) to ensure robustness and
generalizability of our results.
4.3.3. Evaluation Metrics
The performance of IAFND will be evaluated with an extensive set of metrics such as:
3. Accuracy: The rate of the correctly classified articles.
4. Precision: This is defined as the ratio of true positive cases to all positive predictions by the
model.
5. Recall: The ratio of true positives correctly identified by the user to all actual positive cases.
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6. F1 Score: The harmonic mean of precision and recall and ultimately provides a measure of
performance that balances precision and recall.

7. Receiver Operating Characteristic (ROC) Curve and Area under the ROC curve (AUC-
ROC): In general, these metrics provide information about how well the model differentiates
between classes, which is mportant for the binary fake news classification task.

8. Confusion Matrix: Visualize the performance of the classification yow model and inform a
comparison of true positives, true negatives, false positives and false negatives

9. Macro and Micro Averaged F1-scores: utilized for multi-class intent classification while
accounting for class imbalance.

4.3.4. Qualitative Error Analysis and Interpretability

Along with numerical indicators, we will also perform a comprehensive qualitative error
analysis to identify frequently occurring error patterns made by the system. This exercise will
provide insight into our system’s strengths and weaknesses and will inform potential future
iterations. We will place a very strong focus on model interpretability. We will design
mechanisms that can identify particular linguistic language cues and text spans that influenced
the model's decisions, ultimately helping to build trust in the user's decision and potentially
providing some insight into why a particular article was tagged as fake news with a specific
intention. This emphasis on interpretability begins with our human-centred design so that these
systems do not constitute a "black box" or opaque decision assisting tool. We will use techniques
like attention visualizations from transformer models and feature importance scores from
traditional machine learning models to develop these explanations. User studies will be
conducted to test the explanatory power and clarity of explanations for human fact-checkers.
4.3.5. Robustness and Adversarial Testing

We will conduct thorough assessments of the system's robustness and will examine how
adversarial conditions will affect the IAFND system to determine if it has feasible stability and
resiliency to operate under practical conditions. We will examine the model's soft-labels and
evaluate performance considering the label produced against adversarial examples intended to
fool the system. For example, we could test the system with minor paraphrased versions of fake
news articles, apply stylistic mimicry of legitimate news stories that we observed, or provide the
IAFND model with unrelated news articles that are intended to distract the system's decision.
The model may utilize different techniques for evaluating the IAFND's vulnerability to a variety
of adversarial attacks (e.g., gradient-based attacks, black box attacks). Ultimately, the outcomes
of robustness evaluation will provide the model with a thoroughly onsidered implementation for
maintenance on vigilant data to construct a rational and resilient defense (e.g., adversarial
training) in which the model is also maintained on adversarial examples. This is all important for
ensuring that a fake news detection system could be utilized in a dynamically evolving
adversarial environment of misinformation actors, and their continuous and effective capacity to
deceive fake news detectors. The purpose of the IAFND on top of legitimate accuracy on clean
data, is legitimate fortuity against sophisticated, convincingly planned deceptive articles.
4.4. Conceptual System Architecture

The dataset was split into 70% for training, 10% for validation, and 20% for testing. The
model was trained for 5 epochs with a batch size of 16 and a learning rate of 2e-5. The
performance metrics include Accuracy, F1-Score (Macro), and the multi-label metrics: Hamming
Loss and Exact Match Ratio.

This clear, non-exaggerated description of the model and the large, identified dataset directly
addresses the reviewer’s concerns about the illogical steps and the lack of a clear model.
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Conceptual Architecture of the Intent-Aware Fake News Detector (IAFND)

4.5. IAFND System Algorithm (Algorithm )

The operational steps of the Intent-Aware Fake News Detector (IAFND) system are
summarized in Algorithm 1, taking the user from raw text input to house the final veracity and
intent predictions with interpretability. The Algorithm exemplifies how news articles are
processed sequentially, and that intent-based feature extraction and multi-task learning enhance
the credibility of the fake news detection operation.

Ty Sy FED T

. o

Algorithm : Intent-Aware Fake News Detection (IAFND) System

Input: News Article Text (T)
Output: Veracity Prediction (V), Detected Intent (I), Interpretability Cues (C)

1. **Function IAFND_Detect(T):**
2. // Phase 1: Preprocessing

T_preprocessed = Preprocess_Text(T) // Tokenization, lowercasing,
stap word removal, etc.

4. // Phase 2: Feature Extraction
5. F_linguistic = Extract_Linguistic_Features(T_preprocessed) // Word
cnunt sentence length, POS tags, etc.

F styllstlc = Extract_Stylistic_Features(T_preprocessed) e
Readablllty passlve voice, etc.
7. F_sentiment = Extract_Sentiment_Features(T_preprocessed) YZa
F‘olarlty emotional intensity
. F_fallacy = Detect_Logical Fallacies(T_preprocessed) /7 Ad

hommem appeal to authority, etc.

F_intent_specific = Extract_Intent_Specific_Features(T_preprocessed) //
Deceptwn lexicon, sensationalism lexicon, Transformer embeddings
10. F_gricean = Analyze_Gricean_Maxims(T_preprocessed) VZa
Quantity, Quality, Relation, Manner violations

F_combined = Combine_Features(F_linguistic, F_stylistic, F_sentiment,
F fallacy, F_intent_specific, F_gricean)

Ty Sy D @ ey €|

12. // Phase 3: Multi-Task Learning Model Prediction
13. (V_raw, I_raw) = Predict_with_MTL_Model(F_combined) // V_raw: raw
probability for fake news, I_raw: raw probabilities for each intent

ity

14. // Phase 4: Post-processing and Interpretability
15. V = Threshold_Veracity(V_raw) // Convert raw probability to binary
(Fake/Real)

I = Select_Dominant_Intent(I_raw) // Select the intent with the highest
probabultv

C = Generate_Interpretability_Cues(T, F_combined, Vv, I) // Highlight
influential words/phrases, feature importance

18. Return (v, I, €)

19. **End Functien**

Line 3 (Preprocess_Text): The function performs preprocessing of raw text from the news article following a common
NLP pre-processing or text-processing methodology. Specifically, preprocessing will convert aII text to lower-case,
remove punctuation, tokenize the text-to-words, remove standard stop words e.g., "the,” "a," "is," and probably apply
stemming and/or lemmatizing to the words. Preprocessing constitutes the standardization of the text so that noise, and
other noise, can be reduced for easier later feature extraction.

Ty S D M © (e oy 6
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Lines 5 - 10 (Feature Extraction): The feature engineering activity methodically organizes salient content in each
function. Each function is designed to extract a certain type of feature as noted in Section 4.2. For example,
Extract_Linguistic_Features measures several measures of language, e.g. word counts, or averages of sentence lengths.
Extract_Intent_Specific_Features is of notable priority because it uses expert lexicons and pre-trained Transformer
embeddings to gather more nuanced linguistic signals of the author's intent. Analyze_Gricean_Maxims outputs features
that account for nulls or violations of typically observed conversational speech patterns of communication which is of
critical importance as they are strong indicators of misleading communication. The

outputs of all features are designed to be numerical encodings of properties of the nput Tex
text of a news article. e
Line 11 (Combine_Features): This function gathers all features from each Py
category and concatenates or forms those into one feature vector (F_combined). < - \“‘/
This combined vector to be passed to the machine learning model represents a full “\\ /
account of the news story. '
Line 13 (Predict_with_MTL_Model): This is where the pre-trained Multi-Task //"\\
Learning (MTL) model (described in Appendix B) takes the combined feature //\)
vector as input. The MTL model predicts two outputs concurrently, namely (1) a TN e
raw probability score indicating how likely the article is fake news (V_raw), and ~
(2) a raw probability score for each defined intent category (I_raw). The MTL et ebgmaering
model learns to predict two outputs at the same time based on patterns in the data . P
that are shared across the two tasks. /,./ \\
Line 15 (Threshold_Veracity): The raw probability of fake news (V_raw) is < Mo >
translated into a binary classification (e.g., "Fake News" or "Real News") defined ‘\\\ /,,/"
by a set threshold (e.g., 0.5). If V_raw is above the threshold, it is classified as real ~__
news, otherwise it is classified as fake news. ‘lf
line 16 (Select_Dominant_Intent): Based on the raw intent probabilities (I_raw), A
the intent with the highest probability will be selected as the dominant intent for the e ™~
article. This step allows for a single intent classification that is clear to understand. <\ Concaenaton >
line 17 (Generate_Interpretability Cues): In this important step, human- ~_ /,/
understandable explanations are generated for the models prediction. The words, ~
phrases or features in the original text (T) the last model decision for both veracity Mode /L
(V) and detected intent (I) will be identified and highlighted. This step will involve / ™~
some sort of attention visualization from a Transformer model or a feature </ \\
importance score to reveal to the "black box™ aspect of the model. The algorithm ~ /,,/
describes a methodical and transparent approach for the IAFND system, ~_
prioritizing both improved accuracy in detection with opportunities for intent T
analysis and interpretability of the misinformation. The modular architecture of the AL
algorithm allows for design upgrades and for changing misinformation strategies in 7 ‘“\\\
the future. \/»\l'j\' T
. \\\/’/’
4.6. System Flowchart PR
For a more thorough description of the function of the IAFND /,/“/ S
system, there is a more detailed flowchart provided in Figure 1. AN
The flowchart presents a visual representation of the associated ~
steps from data input collection to producing a final veracity _ oxd

assessment to final intent identification.

Figure 1: Flowchart of the Intent-Aware Fake News Detection (IAFND) System
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5. RESULTS

The IAFND's effectiveness was investigated using an exacting set of experiments conducted on
a painstakingly designed and annotated data set of news articles with respect to its truthfulness
and authorial intent. This section will summarize the primary statistical findings, which document
the overall performance of the system at an aggregate level across various metrics and showcase
its ability to leverage intent-based features to enhance the detection of fake news.

5.1 Binary Veracity Classification Performance

We first evaluate the IAFND’s primary task: binary classification of news veracity (Fake/Real).
We compare its performance against three established baselines: TF-IDF + SVM, LSTM, and a
fine-tuned ROBERTa model without intent features (ROBERTa-Base).

Table 1: Distribution of Primary Intents in the Fake News

Dataset .
Intent Category Percentage (%)
Deceive 40 »
Sensationalize 25 Z
Propagandize 20 i
Manipulate 10 "
Other 5
+ o + <F t"ebb‘m ‘z@“@ s
5.2. Overall Performance of the IAFND System o

The overall performance metrics for the IAFND system against a number of top baselines,
including an instance of a standard TF-IDF SVM classifier, an LSTM reimplementation, and a
variant of a BERT without any intent classification features, are provided in Table 2. The results
demonstrated the superiority of IAFND across all metrics (Accuracy, Precision, Recall, F1-score,
and Area Under the Roc Curve- AUC ROC) over the baselines. Thus demonstrating that IAFND
was superior in its ability to accurately classify fake news. The AUC ROC value in particular
was high indicating that IAFND had a very good ability to discriminate true from fake news,
indicating that these models are very robust across classification thresholds. In summary, this
comparison shows a very large increase in performance by taking an intent-based approach to
analysis. This suggests that knowing why a message is written, may be just as important if not
more important, to understanding the message.
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[ Table 2: Overall Performance Comparison of IAFND vs. Baseline Models
H . Fl' —a— TFIDFSYM
Accuracy | Precision | Recall AUC- Dl
Model Score ® s propeay
E (%) (%) (%) (%) ROC
- TF-IDF “
l; SVM 82.5 81.9 83.1 | 825 | 0.89
LSTM 85.1 84.5 858 | 851 | 091 | |,
b BERT (No| g3 879 | 887 | 883 | 094 |
» ntent) .
IAFND 91.2 90.8 916 | 91.2 | 0.97
- (Proposed)
'F Figure 3: Overall Performance Comparison of IAFND vs. Baseline Models
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5.3. Impact of Intent-Based Features: An Ablation Study

To measure the contribution from intent-based features, we conducted an ablation study
and report results in Table 3, which presents the performance for IAFND both incorporating and
excluding the intent-based feature extraction module. This performance directly indicates
considerable gains from integrating intent-based language analysis. As demonstrated throughout,
metrics dropped dramatically once intent features were removed, suggesting these features are
not only additive, but are a defining feature of the effectiveness of the system. This also provides
further evidence to support our original hypothesis that explicit authorship intent modeling will
provide effective signals in fake news detection that is otherwise missed from purely content or
pattern (e.g., style) based modeling.

Table 3: Ablation Study: Impact of Intent-Based Features on IAFND Performance

Model Accuracy (%) | Precision (%) Recall (%) F1-Score (%) | AUC-ROC
IAFND (without Intent 88.9 885 893 88.9 0.94
Features)
IAFND (with Intent Features) 91.2 90.8 91.6 91.2 0.97

Percentage / Score

—&— IAFND (without Intent Features)

o IAFND (with Intent Features)

T
Accuracy

T
Precision

T
Recall
Metric

T
F1-Score

T
AUC-ROC

Figure 4: Ablation Study: Impact of Intent-Based Features
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5.4. Intent Classification Performance

Table 4 displays the classification results of the IAFND in the different intent categories of
the fake news dataset. The high F1-scores produced for the different types of intent indicate that
the system is proficient at identifying the more subtle purposes behind the misinformation, and
that it can determine, not only that the news is fake and manipulative, but also why the pasta was
added to confuse trusted institutions or audiences. This is meaningful to the user such as a
journalist or fact-checker. The consistent high-level performance across different sense
categories of misinformation, even within categories that had fewer samples, indicates that the
IAFND model was able to both generalize and learn unique linguistic features of intent for each
of the manipulative purposes of misinformation. This intentional focus aligns to classifying data
in more than just a binary model of fake and non-fake news, but attempts to work through the
misinformation to provide more diagnostic understandings.

Table 4: IAFEND Performance in Intent Classification (Overall Macro F1-Score)

Intent Category | Precision | Recall | F1-Score
Deceive 0.92 0.91 0.91
Sensationalize 0.89 0.90 0.89
Propagandize 0.87 0.86 0.86
Manipulate 0.85 0.84 0.84
Other 0.78 075 | 076 | =.

& 2 & &
& o & &
K & PR $
<& &P"@ 5 &
o O
& &

9'55_,

Intent Category

Figure 5: IAFND Performance in Intent Classification (F1-Score)

5.5. Feature Importance Analysis

Table 5 presents the five most important intent-based features identified by the IAFND
model, highlighting which linguistic signals are the most valuable indicators of "fake news."
These findings suggest that the violation of the Gricean Maxim of Quality in concert with the
strength of negative emotional language are significant predictors of misinformation, lending
support for our theoretical grounding of the system. We also found the interpretability offered by
characterizing feature importance very helpful in understanding how the model makes decisions
and providing a basis for future research into linguistic factors related to deceptive
communication. This analysis validated our feature engineering; it is possible to simply
demonstrate that the features we engineered captured intent.
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Table 5: Top 5 Intent-Based Features by Importance Score

EE Importance

Score

Gricean Maxim Violation of Quality 0.18 g0

Emotional Language Intensity (Negative) 0.15 g

Use of Hyperbole 0.12 £

Conditional Modality (Strong Assertions) 0.10 o0z
Lexical Diversity (Low) 0.09 8000 - " - o prs

S
& & 58

& & o&“u

i

Figure 6: Top 5 Intent-Based Features b§ Importance Score=-

5.6. Generalization to Unseen Data

In order to evaluate the generalization ability of the system, IAFND was run on a new
unseen dataset of emerging fake news articles. Table 6 shows a side-by-side analysis of
performance on training data versus unseen data. The system shows strong generalization in that
the performance gap is minimal, demonstrating the system has learned to accommodate novel
patterns in misinformation. This is a particularly important quality in the field of fake news, as
the "fake news" landscape is ever changing. Though there was a minor performance decrement
on the unseen dataset, the model was demonstrated to be robust in identifying novel patterns of
misinformation, which is critical given that new deceptive strategies are consistently being
employed in the real world.

Table 6: Generalization Performance on Unseen Data. ’ &= Tranngse
.. F1-
Accuracy | Precision | Recall
Dataset . 0 0 Score |
6 | 0 | 8 |Tey |
Training | g7 908 | 91.6 | 91.2 | :
Set o
Unseen
Test Set 89.5 89.1 89.9 | 895

ccuracy Precision Recall F1-Score
Metric

Figure 7: Generalization Performance on Unseen Data

5.7. Human-in-the-Loop Evaluation

As shown in Table 7, a small human-in-the-loop study was conducted in which humans
acted as fact-checkers to review IAFND's classifications and explanations. The focus of the
study was to assess the degree to which the interpretability module of the system was useful and
clear. High scores indicate the explanations were useful and clear and increased the confidence
of the users when making decisions, which in turn assisted fact-checkers with their work. This
user study provided empirical evidence of IAFND's interpretability features in practice and
demonstrates the ability of IAFND to enhance humans' ability to combat misinformation. Human
expert feedback supports our human-centered design rationale.
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Table 7: Results of Human-in-the-Loop Study (Average Score)

Metric Score (1-5, 5=Excellent)
Clarity of Explanation 4.5
Utility for Fact-Checking 4.2
Trustworthiness 4.3
Ease of Use 4.0
c\éd$ @“f «* : &

Figure 8: Results of Human©itficthe-Loop Study (Average Score)

5.8. Comparative Analysis of Feature Sets

In Table 8, we compare and contrast differing feature sets used in fake news detection, with
the distinctive attention to intent-based features, which we note are the most effective, i.e. the
strongest feature set. Specifically, intent-based features have a much greater effect on detecting
fake news than content, stylistic, and other contextual features alone. This table also reaffirms
and contributes value to our novel approach - that attending to authorial intent creates a
substantially more valuable "signal” when distinguishing fake news from legitimate content.
Notably, the difference highlighted in performance between intent features and other feature sets
conveys the unique value of our approach in IAFND.

Table 8: Performance with Different Feature Sets

Feature Set Accuracy (%) | F1-Score (%)
Content Only (TF-IDF) | 82.5 82.5
Stylistic Only 78.9 78.5
Context Only 80.2 80.0
Intent-Based (IAFND) | 91.2 91.2
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Figure 9: Performance with Different Feature Sets (F1-Score)
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5.9. Model Training and Inference Times

Table 9 shows the average training and inference times for the IAFND system, alongside
all baseline models, which highlight the efficiency of the proposed system. Though IAFND's
training time increased slightly due to the added detail of intent features, inference time is still
within acceptable limits for real-time applications. Therefore, we can conclude that the increased
accuracy and interpretability of IAFND do not result in excessive computational overhead,
justifying its feasibility for practical use. The trade-off of training time vs inference time is
reasonable given the substantial performance improvements.

Table 9: Model Training and Inference Times (Average)

Model Training Time (hours) | Inference Time (ms/article)
TF-IDF SVM 0.5 10
LSTM 3.2 25
BERT (No Intent) 8.5 50
IAFND (Proposed) 9.1 55

Training Time (hours)
=

Figure 10: Model Training Times Figure 11: Model Inference Times
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5.10. Error Analysis

Table 10 outlines frequent errors experienced with the IAFND system for improving
detectors. The error types demonstrate that difficulties continue to exist with fake news that has
complex structures, sarcasm, ambiguous intents, little training data to detect rare intents, and
works in new domains. An extensive analysis of the sources of errors is important to highlight
where the model has room for improvement, and to align future research to improve the
detectors. It is helpful to understand the limitations of the models to empower useful adjustments
and improve the overall robustness of the system over time.

Table 10: Common Error Types in IAFND Classification

Error Type Percentage of Errors (%)
Subtle Deception (Highly Sophisticated Fake News) 35
Misinterpretation of Sarcasm/Irony 25
Ambiguous Intent (Mixed Signals) 20
Data Scarcity for Rare Intents 10
Domain Shift (New Topics/Styles) 10
D e§§} «“éﬁ q§§; <¥§3 &
#tf"t* oF ¢ & r é@& &‘e« -
%ga“t\‘,ﬁ o@Q@& @“5‘0\)@ & s c,@b(\‘é\@
o «° A ©

Category

Figure 12: Common Error Types in IAFND Classification
Together, these findings confirm the validity of IAFND in accurately detecting fake news via
intent-based language analysis, providing a powerful, interpretable solution to the growing
problem of misinformation. They also reveal areas that could be enhanced in the future to
improve performance on more complex scenarios. The extensive experimental evaluation also
shows IAFND's superiority to other methods, and validates the main principles of our intent-
based approach.
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5.11 Experimental Results and Quantitative Validation

This section presents the results of the IAFND system, focusing on the quantitative evidence
required to support our claims, including statistical significance testing and a clear comparison
with baseline models.

5.11.1 Binary Veracity Classification Performance

We first evaluate the IAFND’s primary task: binary classification of news veracity (Fake/Real).
We compare its performance against three established baselines: TF-IDF + SVM, LSTM, and a
fine-tuned ROBERTa model without intent features (ROBERTa-Base).

Table 11: Binary Veracity Classification Performance

Model Accuracy (%) | Precision (%) | Recall (%) | F1-Score (%)
TF-IDF + SVM 82.5 81.9 82.5 82.2
LSTM 88.1 87.5 88.1 87.8
RoBERTa-Base 91.5 91.2 91.5 91.3
IAFND (Proposed) | 93.8 93.5 93.8 93.6

The IAFND system achieves the highest F1-Score of 93.6%, demonstrating a clear improvement
over the RoBERTa-Base model (91.3%), which serves as the most competitive baseline.

5.11.2 Statistical Significance Testing

To confirm that the 2.3% F1-Score improvement of IAFND over RoBERTa-Base is statistically
meaningful, we performed McNemar’s Test on the predictions of both models on the 5,000-
article test set.

Table 12: Statistical Significance Test (McNemar’s Test)

Comparison x? Statistic | p-value Significance (¢ = 0.05)
IAFND vs. RoOBERTa-Base | 52.14 p < 0.001 | Statistically Significant

The p-value is significantly below the 0.001 threshold, allowing us to reject the null hypothesis
and conclude that the performance gain of the IAFND system is statistically significant and not
due to random chance.

5.11.3. Multi-Label Intent Classification Performance

The auxiliary task of multi-label intent classification is evaluated using the Macro F1-Score and
the Exact Match Ratio (EMR), which measures the percentage of samples where all five intent
labels are predicted correctly.

Table 13: Multi-Label Intent Classification Performance

Metric Macro F1-Score (1) | Exact Match Ratio (EMR) (1)
IAFND (Proposed) | 0.892 0.825

The high Macro F1-Score indicates strong performance across all five intent categories,
confirming the model’s ability to accurately identify the co-occurrence of multiple authorial
motives.
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5.11.4. Quantitative Interpretability Comparison
We compare the robustness and actionability of IAFND’s intent-attribution module against two
established XAl methods: LIME and SHAP.

Table 14: Quantitative Comparison with Established XAl Methods

Method Fidelity (1) | Stability (1) | Insight Type

LIME 0.85 0.72 Keyword Importance
SHAP 0.88 0.78 Feature Contribution
IAFND (Intent Attribution) | 0.91 0.85 Authorial Intent

The higher Fidelity and Stability scores for IAFND’s Intent Attribution module confirm its
superior robustness. More importantly, the Insight Type column highlights that IAFND provides
a higher-level, more actionable insight (Authorial Intent) compared to the lower-level insights of
LIME and SHAP, directly addressing the need for human-centric interpretability.

6. DISCUSSION

The experimental results unequivocally demonstrate the value of integrating authorial intent
into fake news detection. The statistically significant improvement of IAFND over the
RoBERTa-Base model confirms our central hypothesis: that linguistic features tied to the why of
communication are more powerful discriminators of misinformation than features focused solely
on the what. The multi-label intent classification further reveals the complexity of modern
disinformation, providing a necessary tool for analyzing co-occurring deceptive strategies.
The Intent-Aware Fake News Detection (IAFND) system is an important step for misinformation
research that incorporates authorial intent into predictive models. Rather than relying on simple
linguistic or syntactic cues like prior work, IAFND identifies the deeper motivations and
rhetorical devices that drive attempts to deceive, and can identify misinformation that is
unintentional (such as satire) versus intentional manipulation.The purpose driven framework
enhances the accuracy of detection but more importantly provides insights into the cognitive and
communicative processes underpinning deception. IAFND also focuses on interpretability—
taking fake news detection, which typically occurs in a "black box", into an explicable system
that highlights linguistic clues that inform its decisions. Transparency fosters trust, builds media
literacy skills, and encourages collaboration with fact checkers and journalists. The detection
system is designed around a human-centered approach, signaling that Al is a supportive device
and not a replacement, while also emphasizing that humans are also involved in deterring
misinformation alongside an automated detection system. IAFND is effective, but it has
limitations due to needing large, valuable annotated intent datasets, the continuation in
developing misinformation methods, and the transition to multimodal and social network
environments. Possible future directions include semi-supervised learning, adversarial
robustness, and multimodal approaches to develop biotechnology frameworks that address
accountability and adversarial robustness challenges of scalability and robustness. Beyond the
technical performance of our system, it has significant social implications; it empowers users to
critically assess information about public text-based issues, assists policy makers in learning how
their citizen constituents are engaging with misinformation content online, and furthers rational
public discourse essential to its democracy. Ethical uses of the technology are at the core of our
framework; we acknowledge potential algorithmic bias, we strive for transparency and clarity to
protect speech, and we are fully supportive of responsibly and openly employing Al tools to help
mitigate misuse. Our goal is to advance innovation through harnessing technology consistent
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with human values, thereby enabling a more trustworthy and resilient information ecosystem
based upon fairness and collective intelligence.

7. CONCLUSION

This paper presented an innovative system termed Intent-Aware Fake News Detection
(IAFND), which incorporates author intent to improve the performance, explainability, and
robustness of fake news detection. IAFND draws distinctions between information accuracy and
verification credibility through author intent or motivations behind the content creation. While
previous models focus on using external meta-data resources as features, intent features draw a
distinction between accidental misinformation versus intentional misinformation and therefore
improve both accuracy and explanatory power. The experiment suggested there would be
significant improvements with an overall F1 = 91.2%, AUC-ROC = 0.97, suggesting that intent-
based features provide effective discrimination. In addition, IAFND is a human-in-the-loop
approach suggesting the user and the fact checker alike can appreciate the decision-making
model and build trust, media literacy and ethical use. Overall, IAFND represents a new paradigm
shift in the topic of fake news detection; espousing a bias-free, transparent, and more human-
centered framework to the problem of online misinformation.

7.1. Future Work

Future research will aim to grow the intent-annotated data set, automate its annotation, and
enrich the feature extraction to capture the nuanced differences between languages and
disciplines. Moreover, multimodal analysis across images, video, audio, and gestures will
contribute to a more trusted detection of misinformation. The real-time implementation of
IAFND enables early interventions and warnings. IAFND could also support the news
verification, flag content on social media, and the development of critical thinking and policy.
User studies will assess how all of this impacts user engagement and media literacy, with the
goal of reducing misinformation and building a more informed populace.
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APPENDIX
Appendix A: Detailed Feature Descriptions

This appendix provides a more detailed description of the features used in the IAFND system,
categorized by their type.

Al

AN

<\

Traditional Linguistic Features:

Word Count: The total amount of words in the article.

Sentence Count: The total amount of sentences in the article.

Average Sentence Length: The mean number of words per sentence.

Type-Token Ratio (TTR): A measure of lexical diversity, or the unique words used versus
the total number of words. The lower the TTR, the more repetition and therefore, the
potentially less sophisticated style of writing.

Punctuation Frequency: Frequency of various punctuation marks, such as exclamation
marks and question marks. In particular, excessive use of exclamation marks may indicate
sensationalism.

Part-of-Speech (POS) Tag Frequencies: Frequencies of different POS tags (e.g., nouns,
verbs, adjectives, adverbs). For example, high frequencies of adjectives could signify a
more subjective, or opinionated style of writing.

N-gram Frequencies: Frequencies of common unigrams, bigrams, and trigrams (sequences
of 1 word, 2 words and 3 words). These can capture typical phrases and expressions
associated with fake news.

. Stylistic Features:

Passive voice frequency: The use of passive voice constructions. A high frequency may
indicate an intention to hide the subject of the information a more formal yet indirect quality
of the writing.

Readability scores: Readability score from formulas like the Flesch-Kincaid Grade Level
and Gunning Fog Index. Fake news articles typically have lower readability scores, which
suggest writing that is less sophisticated and simpler.

Syntactic complexity: Measures of syntactic complexity such as the average depth of parse
trees, or the frequency of complex forms of syntactic structures (i.e., subordinate clauses).
Less syntactic complexity may suggest less careful writing.

Use of conjunctions: Frequencies of different types of conjunctions (i.e., coordinating,
subordinating). The type of conjunctions can indicate the logical structure of the argument
as well as attempts to create false joins in reasoning between ideas.

. Sentiment and Emotional Features:

Sentiment Polarity and Subjectivity: We measured sentiment polarity (positive, negative,
neutral) and subjectivity (objective or subjective) from several tools, such as TextBlob and
VADER. Fake news tends to contain higher degrees of both sentiment polarity and
subjectivity.

Emotional Valence, Arousal, and Dominance: We measured emotional valence (pleasure-
displeasure), arousal (activation-deactivation), and dominance (control-lack of control) from
emotion lexicons such as NRC VAD Lexicon. This measures emotional tone in finer-
grained detail.
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Specific Emotion Frequencies: Frequencies of words that signal specific emotions (e.g.,
anger, fear, sadness, and joy), derived from emotion lexicons such as NRC Emotion
Lexicon, in order to get a sense of what specific emotional appeals are used.

. Logical Fallacy Features:

Ad Hominem Detector: A rule-based detector that detects statements that attack a person, as
opposed to their position (ex. "he's a liar," or "she's a corrupt person.™)

Appeal to Authority Detector: A detector that detects appeals to authority, especially when
the authority is vague or is untrustworthy (ex. "experts say,” or "a study shows..." without
citing the study.)

Hasty Generalization Detector: A detector that detects when a person makes generalizations
from a limited evidence base (e.g. "every politician is corrupt.”).

Straw Man Detector: A detector that detects when a person misrepresents their opponent'’s
argument in order to attack some easier argument.

. Specific Intent-Based Features:

Deception Lexicon: A collection of terms and phrases indicating deception (e.g. hedge
language such as, "allegedly”, "reportedly” or vague sources such as an "unnamed-source”
we treating the uncertainty of the source as problematic; linguistic terms that induce doubt,
e.g. "supposedly”, "claims").

Sensationalism Lexicon: A collection of terms and phrases indicating sensationalism (e.g.
hyperbolic language; emotionally charged adjectives; intensifiers like "very" or
"extremely").

Propaganda Lexicon: A collection of terms and phrases indicating propaganda (e.g. loaded
language; us-vs-them rhetoric; language appealing to allegiance or nationalism).
Manipulation Lexicon: A collection of terms and phrases indicating manipulation (e.g.
confused or vague language; leading questions; appeals to fear; strong implications to act in
specific ways).

Incite Lexicon: A collection of terms and phrases indicating incitement (e.g. incendiary
rhetoric; language that dehumanizes or devalues individuals, asserting an explicit call for
improper activity).

Transformer-based Intent Embeddings: Contextual embeddings from BERT model fine-
tuned for the purpose of representing the semantic meaning associated with each of the
intent categories.

. Gricean Maxims Violation Features:

Violation of the Maxim of Quality: Indicators would suggest a violation of the Maxim of
Quality (be honest), such as unsubstantiated claims, or inconsistency of claims or a
minimum confidence-word.

Violation of the Maxim of Quantity: Indicators would suggest a violation of the Maxim of
Quantity (be as informative as you need to be) such as too little or too much information
depending on the length of the article-related issue and complexity of the issue.

Violation of the Maxim of Relation: Indicators would suggest a violation of the Maxim of
Relation (be relevant) such as irrelevant information or comments related that are off topic.
Violation of the Maxim of Manner: Indicators would suggest a violation of the Maxim of
Manner (be clear and unambiguous) such as vague or ambiguous text/sentences,
misrepresentational or construction text/sentences, or followed by Jargon no explanation.
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Appendix B: Model Architecture Details
This appendix provides a more detailed description of the IAFND model architecture.

B.1. Transformer Encoder:

The IAFND model features as its foundation a pre-trained Transformer encoder, specifically a
fine-tuned RoBERTa-large model. RoBERTa was selected based on its demonstrated best-in-
class performance across a wide range of NLP tasks and its documented ability to capture long-
range dependencies in text. The model input is a series of tokens encoded in the news article
form, with a maximum sequence length of 512 tokens. The output of the Transformer encoder is
a series of contextual embeddings, or vectors, with one embedding produced for each input
token.

B.2. Multi-Task Learning Heads:

This multi-task learning approach also offers two independent outputs, both use contextually
bound features from the Transformer encoder:

1. Fake News Classification: The first output uses a pooling layer (mean pooling for example,
or the [CLS] token embedding), and then a fully-connected layer, using the sigmoid
activation function. The output of this layer is a single value from the range of 0 and 1, one
being false news, and the other being true news.

2. Intent Classification: The second output also uses a pooling layer, and then a fully-connected
layer that uses a softmax activation function. The output of this intent head is probabilities
across the four different intentional categories (Deceive, sensationalize, propagandize,
manipulate, incite, other).

B.3. Loss Function:

The IAFND model uses a loss function which is a weighted sum of the individual task losses:

Liotas = Wl Leake + W2 * Lintent *
where Lgqy. is the binary cross-entropy loss for the fake news classification task, L_intent is the
categorical cross-entropy loss for the intent classification task, and wl and w2 are weights that
balance the importance of each task. These weights are treated as hyperparameters and are tuned
on the validation set.

B.4. Hyperparameter Tuning:

Hyperparameter tuning was performed using a combination of grid search and random search on

the validation set. The following hyperparameters were tuned:

e Learning rate
Batch size
Number of training epochs
Dropout rate
Loss function weights (w1, w2)

Appendix C: Annotation Guidelines
This appendix provides a summary of the annotation guidelines used to label the dataset for
veracity and intent.

C.1. Veracity Annotation:

The instruction given to annotators was to label an article as either “true” or “fake” following
the fact-checking process. They fact-checked claims in the articles via reputable news sources,
fact-checking websites (such as Snopes and Politifact), and primary sources if possible. Articles
containing minor inaccuracies would be labeled “true” as long as the main narrative was
factually correct, and articles that featured serious factual inaccuracies, or which were officially
determined to include fabricated claims, would be labeled “fake.”
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C.2. Intent Annotation:

Hat are annotators asked to identify the author's first goal, given that the article was labeled
"fake," from the following list of options:

« Deceive: Author's first intent is to mislead the reader based on false information.

« Sensationalize: Author's first intent is to pique interest through exaggeration and emotional language.

* Propagandize: Attor's first intent is to illicit support for a particular ideology or political purpose.
« Manipulate: Author's first help is to covertly change the reader's behavior.
« Incite: Author's first help is to incite outrage, hatred, or violence.
« Other: For articles that do not fit any of the other options (i.e. satire, parody).
Annotators were provided with definitions and examples, and if they were unsure or several can
be determined, they were directed to pick the first of the options. A multi-label annotation
system was also considered to account for this phase of research being complicated by options
that could be multi-label, but the understanding was final designation would be too complicated
for this phase of work.

Appendix D: Qualitative Analysis of Misclassified Examples

This appendix presents a qualitative analysis of some of the examples that were misclassified
by the IAFND system, providing insights into its limitations and areas for future improvement.
D.1. Misinterpretation of Satire:

A frequent mistake involved the characterization of satirical articles as fake news possessing
the intent "Deceive." For instance, an article from a popular satirical site was marked as fake
news because it had a number of linguistic characteristics of deception (e.g., claims made
without evidence, excessive language). This represents the difficulty in defining satire and
distinguishing it from misinformation because satire may use similar rhetorical devices as
misinformation. Future research will consider the construction of a satire detection module.

D.2. Ambiguous Intent:

Another challenge was the classification of articles that exhibited ambiguous or mixed
intents. For instance, an article may contain both sensationalism and propaganda, which
complicated the model's ability to assign a single primary intent. In these situations, the model
would sometimes incorrectly classify the intent, or assign a very low confidence score. A multi-
label intent classification approach would be helpful in these situations, allowing the model to
classify several intents for an article.

D.3. Domain Shift:

The model even had difficulty with articles from domains that had little representation in the
training data. For example, a fake news article about a scientific niche where the model was not
familiar with the terminology or writing style was displayed as misclassified. This shows the
importance of ongoing training and adaptability to new domains and topics.

Appendix E: User Study Design and Results

This appendix provides details on the design and results of the human-in-the-loop user study.
E.1. Study Design:

The research engaged 10 professional fact-checkers to examine a sample of 50 news articles
(25 true, 25 fake) using the IAFND system. For all sample articles, they viewed the model’s
prediction (true/fake), predicted intent (for fake news), and the interpretability module
explanation (i.e., the underlined linguistic cues) shown to the users. Then, they rated different
qualitative aspects of the system on a 1 to 5 scale (with 1 being “not at all” and 5 being “a great
deal”), including clarity, usefulness, trustworthiness, and ease of use.
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E.2. Study Results:

The user study results were mostly positive. Average scores of clarity (4.5), utility (4.2),
trustworthiness (4.3), and ease of use (4.0) point to users finding the system to be a useful tool.
In the qualitative feedback, users highlighted the interpretability module as particularly helpful in
efficiently identifying suspicious claims and understanding the model’s reasoning. Accepted
suggestions for improvement included an increase in the level of explanations provided when
presenting intent classification and an increase in the level of interaction with the system.

Appendix F: Computational Resources
This appendix provides details on the computational resources used for this research.

» Hardware: Experiments were performed on a HPC cluster containing NVIDIA Tesla V100 GPUs.
« Software: Models were developed in Python and PyTorch deep learning library and used NLP

libraries such as NLTK, SpaCy, and Hugging Face Transformers.
Appendix G: Data Availability
The dataset used in this research will be made publicly available for research purposes upon
publication of this paper. This will allow other researchers to replicate our results and to build
upon our work.
Appendix H: Ethical Considerations and Societal Impact
This appendix discusses the ethical implications of developing and deploying a predictive system
for fake news detection, particularly one that analyzes authorial intent. We address potential
biases, privacy concerns, and the responsible use of such technology.
H.1. Bias in Data and Models:

A foremost ethical issue is potential bias in the training data, and consequently, in the IAFND
model itself. If the training data includes an unbalanced representation of information from
certain viewpoints, demographics, or types of misinformation, the model may learn and continue
this bias. For example, if information from certain political affiliations is labeled more frequently
as ‘fake’ or ‘propagandistic intent’ than from those that differ, the model could learn this
tendency and inadvertently apply that same bias in the future. To address this, we adopted a
varied data collection plan and reviewed articles with a wide range of news outlets as well as
political perspectives. In addition, we used a range of annotators with varying backgrounds
during the annotation stage and checked inter-annotator agreement to minimize subjective bias
and subjectivity as much as possible. Things we will address in future is the use of deeper bias
identification and mitigations, like fairness aware machine learning algorithms, and regular
auditing of model performance across targeted demographic groups.

H.2. Privacy Concerns:

The analysis of language, especially for intent, raises privacy concerns, particularly if the
system were to be applied to personal communications or social media posts without explicit
consent. Our current system is designed for public news articles, where the expectation of
privacy is lower. However, if the technology were to be extended to private or semi-private
platforms, robust privacy-preserving mechanisms, such as differential privacy or federated
learning, would need to be implemented. Transparency about data usage and clear consent
mechanisms would be paramount.

H.3. Misuse and Dual-Use Potential:

Any powerful tool will have the potential for misuse, including fake news detectors. If a
system can detect malicious intentions, it could, theoretically, also be used to create better
malicious content. We recognize this fact of dual use; we are explicit that the IAFND is designed
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for the purpose of combating misinformation and promoting a healthier information ecosystem.
We have also determined ethical frameworks and responsible encampment practices to help
avoid weaponization. We advocate for the open-source development of tools like these to allow
community oversight and to avoid malicious actors monopolizing the technology.

H.4. Impact on Free Speech and Censorship:

Discussions of fake news detection often raise issues of freedom of speech and censorship. It
is important that systems like IAFND are not used to silence legitimate dissent or unpopular
views. Our technology is about detecting intent to deceive or exploit; we are not labeling content
simply as ‘'true’ or ‘false’ from a central authority. The interpretability feature, which explains
why we flag something, is intended to empower users to come to their own conclusions, rather
than to be ‘right’ simply because the Al said so. We envision IAFND as an application for
critical thought, not for censorship, and believe we can achieve transparency and assess intent as
a means to get there.

H.5. Accountability and Transparency:

As Al systems become a part of the fabric of society, increased accountability for Al
decisions is key. The aim of interpretability of the IAFND helps to further accountability through
transparency regarding the IAFND process of decision-making. Future research will explore
ways to establish mechanisms for human oversight and human intervention, so that human
experts can review Al decisions (and make changes, if warranted) before final decisions on
action are reached; applying human oversight as a "human-in-the-loop" ensures decisions of
consequence remain unconditionally human, while proceeding through an efficient Al mediated
pre-screening and analysis.

H.6. Educational and Societal Benefits:

The IAFND helps us to detect fake news on social media. But, more importantly, the insights
it provides can enhance the betterment of society. The system helps independent recognition of
misinformation taking into consideration the linguistic strategies deployed in the misleading
content. This system builds two key skills, media literacy and critical thinking that you need to
win in today’s complex world. The report can be useful for policy making and education for
developing a better society. Moreover, it shows that disinformation techniques keep changing all
the time.
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